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INTRODUCTORY REMARKS

It is our great pleasure to welcome you in Tallinn, Estonia for the 5th Interdisciplinary Cyber Research (ICR) conference, held at the Tallinn University of Technology on the 29th of June, 2019, and organised by Tallinn University of Technology Centre for Digital Forensics and Cyber Security.

This year we celebrate a mini-jubilee of our conference as the event is taking place already for the 5th time. Within these 5 years, ICR has brought together more than 600 participants throughout the world, we have had the chance to listen to more than 125 presentations from world class researchers as well as young scholars, and published more than hundred abstracts in our annual ICR Proceedings. Furthermore, the interdisciplinary approach of ICR has really paid off as we have hosted successful panels on legal, policy, election, cyber exercises, digital forensics, Internet of Things, etc topics – underlining that cyber security is not only a technical area but involves numerous relevant research domains.

Foremost, ICR has proven itself as a connector of people: we are proud that our events bring together active researchers across different research areas, thereby allowing for the creation of new synergies and interesting research projects. For example, one of the concrete results of ICR is a joint academic article “Time of Signing in the Estonian Digital Signature Scheme”, written by Tõnu Mets and Arnis Parsovs from the University of Tartu, combining both legal and technical arguments. The authors have admitted that ICR was the key factor for successfully finding a co-author.

We would also underline the long and fruitful cooperation with the Cyber Security Summer School, University of Adelaide as well as the University of Applied Sciences Ravensburg-Weingarten. In particular, University of Adelaide has throughout the years brought numerous excellent authors to our agenda from the other side of the world.

This year’s programme boasts 26 presentations from all over the world. We hope that the presentations will not only be informative about “cyber”-research carried out by other disciplines than your own, but also inspiring regarding your current and future research. We continue to underline the interdisciplinary nature of “cyber” by combining different research fields into common sessions.

Most of the speakers have been hand-picked by our international Programme Committee, and the results of the Call for Abstracts are presented in this publication. This year we received a record number of abstracts, and the Programme Committee had to makes some hard choices. The selected abstracts explain the relevance of the research, outline principle research questions and expected or achieved results.

ICR is very thankful to our sponsors we have the pleasure to work with: NATO Cooperative Cyber Defence Centre of Excellence, Microsoft, Guardtime, Startup Estonia, and Saku Brewery.

Last but not the least, we would like to thank everyone involved in organising this event: the members of the Programme Committee for their efforts in reviewing the abstracts, moderators for guiding the discussions in the sessions, speakers for sharing their great ideas, conference participants for being so engaged in the debates, as well as the staff of the Tallinn University of Technology for providing excellent support.

Dr Anna-Maria Osula, TalTech/Guardtime
Prof Olaf Maennel, Tallinn University of Technology

Chairs of ICR2019
Tallinn, June 2019
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1. **INTRODUCTION**

Technology is evolving at a rapid rate which makes individual, ranging from security specialists to average citizens, technological skill sets obsolete in a short time. The situation of cyber-security in a technologically evolving world is not ideal. Global IT infrastructure and individual’s privacy are under threat all the time. One way to tackle this problem is by providing constant training and self-learning platforms. Cyber-security exercise provides a platform for the training of individuals in cyber-security skills. But due to lack of cyber-security skills, adversarial opponents are not readily available for training exercises. The research project will focus on developing novel techniques for emulating adversarial opponents in a cyber-security exercise using a model driven methodology. The researcher plans to segregate attack and defense scenarios and create a modeling language to scientifically model such. The developed attack and defense models will be used to generate artifacts that will be executed in human v/s machine and human assisted with machine v/s human cyber-security exercises to extract empirical data for evaluation of individuals against performance matrices.

2. **RESEARCH BACKGROUND**

There are two types of cyber-security exercises tabletop based and operation based cyber-security exercises[1]. Tabletop based exercises focus on decision making at a managerial level while operation-based exercises focus on practical cyber-security skill development. We are currently focusing on operation based cyber-security exercises due to their practical skill development nature. In term of operation based cyber-security exercise these teams include in general[2]:

1. White team: A team that creates or generates a cyber-security exercise environment.
2. Red team: A team that attacks the cyber-security exercise environment.
3. Blue team: A team that defends the cyber-security exercise environment.

These teams are primarily involved in three main types of cyber-security exercises.

1. Cyber-attack exercise: These exercises are conducted to train, assess and evaluate the performance of red teams. An environment is created by a white team, in which red teams need to achieve specific objectives to compromise the exercise environment in a particular interval of time.
2. Cyber-defense exercise: These exercises are conducted to train, assess and evaluate the performance of blue teams. An exercise environment is created by a white team, in which blue teams needs to investigate and prevent a cyber-attack on the exercise environment by red teams under a particular interval of time.
3. Cyber-attack/defense exercise: These exercises are conducted to assess and evaluate the performance of red and blue teams at the same time. A white team creates an exercise environment on which active engagement between a red and blue team occurs to attack and defend a exercise environment simultaneously.

3. **RESEARCH QUESTION**

We are arguing that if the role of white, red and blue team can be modeled then cyber-security exercise can be executed in an efficient and adaptable manner[3]. Therefore we are
proposing three RQ (research question) were formulated for modeling attack and defense scenarios in cyber-security exercises which are given below:

1. How can an efficient and adaptable active offensive opposition process execution be modeled against a given cyber-security exercise defense scenario?
2. How can an efficient and adaptable active defensive opposition process execution be modeled against a given cyber-security exercise attack scenario?

The findings of RQ(1) and RQ(2) will be used as a basis for the modeling of the exercise environment in which proposed RQ(1) and RQ(2) will be executed. Hence

3. How can an efficient and adaptable cyber-security exercise environment be modeled with respect to attack and defense scenarios?

4. RESEARCH METHODOLOGY

Based upon our research findings we identified that automation can assist in reducing time requirements for cyber-security exercises. For this we identified that gamification can assist, gamification of cyber-security exercises is a recent trend in which participants are divided into teams for achieving a specific objective, like flags. The strategies that the participants apply to solve the problem, e.g. capture the flag in cyber-security exercise scenario is very difficult to model due to real time decision making of exercise participants, which makes the decision tree involved very complex. To tackle this problem, we are proposing the development of a real time cyber-security strategy game in which players will have the ability to play as an attacker or as a defender in a real time multiplayer environment. Resources are assigned to attacker and defenders based upon the scenario requirement and their actions are recorded and observed by and observer. A detailed scenario creator will be developed in which the scenario is modeled by experts. This will result in a dynamic generation of attack and defense trees, which will be generated during the real time cyber-security strategy game exercise execution. The attack and defense tree model will then be used to execute attacker and defender actions in a real cyber-security exercise environment as an active adversary against human opponents.

5. A SAMPLE SCENARIO

We developed a POC of multiplayer attack and defense game in which a scenario creator creates a scenario. The scenario has an internet facing website for defenders to defend. The website uses multiple APIs to fetch data and present it, the defender responsibility is to ensure the availability of website in case of cyber-attacks. In order to ensure the security of the website the defenders implement a WAF on the website as a security measure. The attacker tries to exploit the website and identifies that one of the API that the website is used to fetch data from is vulnerable to DoS attack, so they attack the vulnerable API to compromise the availability of the website. Created scenarios and their expected attack defense strategies are to be saved and used for future training exercises. The scenario developed using our proposed cyber-security strategy game can be seen in the figure below:

Figure 1. Sample scenario created by scenario creator
EVALUATION
We evaluated the developed game during NCSC (Norwegian Cyber Security Challenge) 2019. The test subjects consisted of 25 participates who qualified the initial CTF NCSC. We collected important research data through surveys. Multiple questions were asked after the participants played the game results of which are given below:

1. Do you think playing/practicing cyber-security exercise scenarios in a simulated/modeled game is an efficient way for conducting cyber-security exercises?

![Survey Result 1]

2. Do you think current game can be useful for cyber-security education?

![Survey Result 2]

We collected additional data as well but due to word count limitations details are omitted.

CONCLUSION
The developed game is a first step in developing autonomous attack and defense agents. Data generated from the game will be useful in developing complex decision trees that an autonomous agent need for executing red or blue team roles.
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INTRODUCTION

A cyber-physical system (CPS) is an implement intertwining physical processes, hardware, software and communication networks[1]. Examples include energy production and distribution facilities, water treatment plants, and traffic and transportation control systems. The number of security incidents affecting CPS has increased over the past years[2] as has their impact on society[3]. Operation Technology (OT) and Information Technology (IT) can now be monitored, controlled and configured remotely via a private or public network like the internet.

From an engineering and availability perspective, the controlling systems are usually well designed and tested; however, cyber-security considerations seem to be missing in the majority of cases. Prevention measures[4] and well designed and configured[5] systems can reduce the risk of cyber attacks, but the education and practice of the responsible personnel are also important since in the event of service dropout they have to handle the situation. This is challenging in the case of critical infrastructure elements such as nuclear power plants, since loss of control could be dangerous. This issue can be solved by using a special, isolated, safe and secure environment, a so-called cyber battlefield or cyber range, where methods can be tested and personnel can be trained and drilled under controlled conditions.

A cyber exercise offers a good opportunity for testing the CPS and its applied measures, checking the configurations and analysing the implemented mechanisms for cyber personnel practising defending activities, without jeopardising the real critical infrastructure. Because of this, the cyber exercise is usually conducted on a cyber battlefield which contains critical infrastructure control elements such as Programmable Logic Control (PLC), physical or virtualised hardware elements and simulated environment.

The main objective of this article is to describe the design considerations and the construction of a cyber-physical battlefield, containing several processes controlling CPSs and an environment (process) simulator, that can be used as a scenario-independent critical infrastructure element during operations-based cyber exercises for fully isolated participant teams. The platform, since it contains an environment simulator subsystem, can support complex scenarios, scoring and real-time status checking as well. This unique platform can be used by exercise participants to focus on the specialities of critical infrastructure which can be crucial for preparation and training.

CYBER-PHYSICAL BATTLEFIELD

For educational, training and system testing purposes during cyber exercises, cyber battlefields are used as a playground by cyber security staff to practise real-world incident management scenarios. Depending on the scale of the exercise, the complexity of the battlefield can become extremely high, so it must be carefully designed and run to meet the requirements[6]. A cyber-physical battlefield should provide a safe and secure infrastructure developed and managed by the Green team for participants who are at least partly isolated from the real cyber world. It should contain a monitoring, controlling and scoring system which is independent of the attacker (Red) and defender (Blue) teams, so its status cannot be influenced by the participants. In practice, cyber exercises are often visited by politicians, decision-makers and the media[7], so the system should contain a demonstra-
tion element displaying very limited and easily understandable information, such as the value of the parameter regulated by the controller of the defender team.

The construction of a universal CPS simulator platform has become a critical goal for the Technology Branch of NATO CCD COE, since this kind of compilation of various devices and technological solutions can be used for different purposes – courses, exercises, research and demonstration – with different scenarios. The main objective of the project was constructing a scenario-independent mobile tool, reusable in different cases with different PLC software but without hardware modification. It needed to have a relatively large number of independent channels and environment simulation parts, with some visual elements such as displays that show the current status of the controlled process and a firecracker that explodes when the simulated critical infrastructure is irreversibly damaged. These requirements were based on the experiences from previous exercises such as the number of the realised independent channels. The universal platform was scaled to be able to provide service for 28 participant teams. To meet this requirement, the platform contains 28 similar CPS instances and one environment simulator device.

Figure 1. Architecture of CPS Platform

The architecture of the CPS Platform is shown in Figure 1. The green parts represent the environment (process) simulation. This part simulates the environment and sends data regularly to the scoring server according to the status of the environment which is controlled by the CPS. The blue part shows one instance of the process controller CPS which the Blue teams are responsible for; this is repeated for each Blue team.

Each simulated CPS can influence the simulated environment through two digital signals. The environment simulator can send back one analogue and two digital signals as the response of the environment. This setup enables the build-up of a simple and clear closed control loop, which is very commonly used for process control.

Both the environment and the process controller CPSs can be connected to other systems with different communication protocols, which gives an easy integration capability. One CPS instance can be connected to two different Human Machine Interface (HMI) devices. One of them is controlled by the Blue team, the other is installed for demonstration and support purposes and controlled by the Green team.

CONCLUSION

The cyber-physical battlefield was first introduced during Locked Shields 2019, when the platform was successfully integrated into the infrastructure of the exercise and provided a good practising environment for the Blue and Red teams. In this case the simulated critical infrastructure was a power plant, and the process controller regulated power production according to the power consumption that was sent via S7 protocol.

The key result of the research is the constructed battlefield that will be used in future exercises and training, since it can be reprogrammed according to the use case and can
be moved to external premises. Although the project was closed successfully, we faced difficulties with the mechanical construction since the platform has to be rugged enough to move while being compact and light.

Since the process controller CPS contains exactly the same program except when an external connection is established (in which case the IP address of the PLC differs), possible further research should be the realisation of fast PLC content multiplication with the same content but different addresses.

**Keywords:** Cyber-Physical System, Cyber-Exercise, Critical Infrastructure
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1. INTRODUCTION
The increasing role that technology plays within society means our approach has changed from 'how do we stop cyber attacks?' to 'how do we respond effectively?'

As a result, demand for cybersecurity simulations has increased. These exercises have normally been developed from the Capture the Flag (CTF) framework, have been run by academic & industry institutions for years, and their strategic track normally done separately, if at all (Red/Blue) [1].

This approach produces technically sound exercises. However measuring their impact in improving the cybersecurity posture of their respective responsibilities is very hard to assess, if at all [2]. This means the exercise becomes more a game, where the objective is to 'win', not to cooperate, develop, learn technical skills and practice the C3 skills as required to successfully take charge of an incident.

This document proposes a methodology to adapt the traditional exercises used by NATO to better provide an improved global approach towards cybersecurity simulations [3]. One reason for using NATO / H.M. Government emergency response doctrine as a baseline is their derivation from mature disciplines that have dealt with problems connecting strategic, tactical and operational aspects within a real time environment over their development cycle (FOST, for example, setup by First Sea Lord Louis Mountbatten in 1958) [4] [5] [6]. Generally, cybersecurity exercises only focus on one aspect within this battlespace: technical security; and at only one of the C3 layers: either the strategic pillar in accordance with their established national policy doctrine or within the technical arena [7] [8] [9]. Therefore the conclusion is that a cyber incident is ‘the IT department’s problem’ rather than what it should be: an ‘OPSEC problem’ that affects everyone [10].

The traditional cybersecurity exercise approach sees the communication issues between the Command and technical teams not practiced. One learning outcome from any exercise should be to confirm the operational teams understand the impact of their actions, and the precedence order they should use to resolve incidents. The Command team should understand the technical/operational limitations of any response, and what can/cannot be achieved [11].

A number of simulations have been conducted by TalTech and the University of Cambridge that have attempted to bridge this command divide by combining the real-time elements and technical services to help drive the strategic response plan [9].

This paper is a proposal to document:

A new methodology for cyber exercises providing a framework connecting all aspects of an organization together and truly test their responses; it also provides a feedback loop to improve IT baseline, their command structure and provides lessons learned to be checked against when they conduct follow on exercises, for continuous development [8].

METHOD
The proposed method is in three phases.

Phase one: Conduct a full OSINT profile on the organization that is being exercised [12]. This covers multiple areas; HR data, PR material, and other public material, from leaked
or misconfigured services\textsuperscript{[13]}. This is then supplemented with data that can be sourced through shodan.io and other passive scanning techniques\textsuperscript{[14]} \textsuperscript{[15]}. A full organization search is then completed for any exposed credentials, along with analysing social media footprints at both the individual and organisation level\textsuperscript{[16]}. Data is then taken and used to produce an attack profile.

**Phase two:** Attack profile. Looking at the organisation’s vulnerabilities, what’s important to the operation of the entity, and how this could be exploited. This is the same as an impact and risk assessment which is used to implement security controls to mitigate possible threats\textsuperscript{[17]}. A full organization search is then completed for any exposed credentials, along with analysing social media footprints at both the individual and organisation level\textsuperscript{[16]}. Data is then taken and used to produce an attack profile.

**Phase two:** Attack profile. Looking at the organisation’s vulnerabilities, what’s important to the operation of the entity, and how this could be exploited. This is the same as an impact and risk assessment which is used to implement security controls to mitigate possible threats\textsuperscript{[17]}.

**Phase Three:** The AAR identifies lessons learned from the exercise. It lists rectifications in order of precedence, providing metrics and projected timelines to improve cybersecurity within the organization\textsuperscript{[19]}. Changing the impact assessment for future exercises because identified exposures are mitigated and measures are put in place, this makes the exercise scenario develop organically to match current security weaknesses. The exercises will move from more generic threats to targeted threats (APT), as issues are mitigated, and the organisation’s cybersecurity baseline matures\textsuperscript{[20]}.

**PARTICIPANTS**

The format described has been conducted by one large commercial business in Estonia (October 2018), the University of Cambridge Silver Team (July 2017), and TalTech University of Technology Rector’s Office (November 2018). The OSINT techniques have been used for two major exercises, Exercise Neptune (a maritime OSINT exercise tracking and detecting NATO shipping) and Exercise Mercury (Universities across Europe).

**ASSESSMENTS AND MEASURES**

**AAR:** The assessment to understand if this approach has worked effectively is centred around the After Action Review\textsuperscript{[19]}. AAR provides a metric to measure the current state of cybersecurity posture in terms of impact and effectiveness of the attack, not just how many compromises are valid. As more follow-on exercises are conducted, this will build metrics to calculate both the improvement in response times and exercises, and to provide a measurement of the organisation’s improvement within network & system security, OPSEC, and COMSEC arenas.

**Keywords:** Cybersecurity, Exercises, NATO, Command, Control, Communications, C3
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I. INTRODUCTION

Operational work in cybersecurity often takes place in teams and requires effective knowledge sharing and collaboration between individuals, teams, and organizations. Therefore, team-based cybersecurity exercises (CSXs) are popular training methods. In addition to small-scale CSXs in educational settings (e.g., university course, competition across schools), there are several hundred exercises with learning-related performance objectives[1]. CSXs simulate realistic and complex environments and learning takes place in teams consisting of individuals with differing skillsets who need to perform together. As a learning outcome, the participants should be able to analyse, evaluate, synthesize, and articulate cyberpower effects in relation to geopolitical conditions and multidomain contexts[2].

Learning is a dynamic process in which learning steps, environment, individuals in the group, and group behaviours change as the team learns. When designing exercises, the organizers need to understand how teams learn, and what are the indicators of team learning. There is so far no clear definition and consensus regarding the best possible operationalization and assessment of team learning effects. Team learning can be defined as a process, in which a team takes action, obtains and reflects upon feedback, and makes changes to adapt or improve. The intertwined processes of sharing, storage, and retrieval processes need to take place for team learning to occur[4]. Learning involves collective thinking skills so that groups can develop abilities exceeding those of the sum of individual group member's talents[3].

We aim to analyse team learning in CSXs. As a novel aspect, we explore what characteristics of situational reports (SITREPs) may represent useful operationalizations of information processing associated with group learning. Situational reporting is commonly used in CSXs, and teams report on their collective knowledge of existing situation. Such reports are valuable for post-exercise reconstruction and sense-making of the exercise, as they should capture key incidents and events[5], and thus also show how teams have learned during the exercise. Our research contribution is building a relationship model between words/concepts in SITREPs, and how this can support team learning. Furthermore, we connect our model to other sources of information (such as automated scoring, human feedback, red team information, etc.). The findings can be used for designing technical solution for semi-automated SITREP scoring to assist unbiased and comparable evaluation (e.g., script providing comparative analysis for human scoring), and provide more detailed feedback to teams.

Assessing learning outcomes based on self-reports comes with considerable shortcomings. As opposed to explicit declarative learning, implicit learning is a rather unconscious process. Behavioural changes can be caused by changed contextual situations or learning may
even be dysfunctional in regard to the mission goals. So far researchers have focused on limited set of learning outcomes, mainly learning of simple concrete facts; however, also cognitive, behavioural, and emotional learning outcomes should be considered\[4\]. Most common research methods are interviews (e.g., \[6\]), surveys and observations (e.g., \[4, \[7\]), and learning maps (e.g., \[8, \[9\]). However, there might be learned behaviour patterns (e.g., using metaphors) that members are not consciously aware of\[4, \[6\], and asking group members may not uncover any changes. These measurement methods are applicable for CSxs. However, as activities are conducted on computers/network – observations of behaviours (sitting quietly behind computer screen while mitigating a significant threat) might not provide sufficient information about learning. Observation is rather considered as looking into the “digital footprint” by applying non-intrusive measurements (such review of situational reports, or logfiles). There has been research conducted to measure team performance and effectiveness in CSxs, e.g., \[5, \[10, \[11, \[12, \[13\], but mainly using traditional obtrusive methods.

II. RESEARCH QUESTIONS AND DESIGN

Our research focuses on assessing team learning in absence of objective metrics, considering teams’ uniqueness (“flux”), and while avoiding invasive assessment methods in CSxs. Our main research question is the following: what metrics reveal team learning success in CSxs. We hypothesize that metrics for learning effects can be extracted from SITREPs as a source, assuming that such commonly used situational reports are collective repositories of team knowledge. We will consider simpler technical metrics and more complex cognitive measurement constructs (such as cognitive agility index in\[14\]).

Our approach is analysing SITREPs to evaluate team learning utilizing natural language processing methods. We apply a mixture of quantitative and qualitative research methods for analysis of SITREPs and other commonly collected data. We operationalize information processing required for learning with metrics obtained from SITREPS (such as length, words and expressions used, corrections to previous reporting, consistency/style). We also analyse other relevant exercise data (such as scoring, injects, surveys). We use data of Locked Shields\[15\] – a team-based red/blue live-fire exercise organized by the NATO Cooperative Cyber Defense Centre of Excellence. The dataset includes over 5 years of exercises, each representing about 20 teams with several hundreds of participants in total.

III. INITIAL RESULTS

We have carried out initial analysis with some preliminary results. For example, our findings indicate that reflections about cyber-related real-world consequences and teams’ critical assessment of their control over situation may be a good indicator for metacognitive processes and learning. Namely, the use of control- or off-control-related words is stronger associated with the physical rather than the cyber domain. However, such initial findings need validation by analysing inter-correlations and “semantic proximity”\[16\].

IV. CONCLUSION AND FUTURE WORK

Assessing learning effects in naturalistic environments is methodologically challenging. However, reliable and valid learning assessment is the precondition for accurate feedback, which in turn is the basis for performance improvement. Understanding learning processes should shape how learning is designed and delivered. At team-based CSxs, team learning dimension needs to be considered, and our research is a step towards evaluating team learning.

We will continue researching how to measure team learning at CSxs using “non-intrusive” methods and how team learning can be effectively transferred to organization. As future work, we apply identified metrics to reflection logs, and formalize reporting structures to enhance reflection on perceived individual and team performance. Such metrics form evidence-based foundation for semi-automated SITREPs scoring to ensure unbiased and comparable learning evaluation and provide feedback to teams.

Keywords: Cybersecurity, Cybersecurity Exercise, Teams, Learning, Measurement
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ABSTRACT
The state-of-the-art method for fingerprinting digital cameras exploits the non-uniform output of an array of photodiodes due to the distinct construction of the PN junction when excited by photons. This photo-response non-uniformity (PRNU) noise has shown to be effective but ignores knowledge of image sensor output under equilibrium states without excitation (dark current). The dark current response (DSN) traditionally has been deemed unsuitable as a source of fingerprinting as it is unstable across multiple variables including exposure time and temperature. We hypothesise that DSN is responsible for introducing a temperature bias which can contaminate PRNU traces and through proper analysis, can lead to insights regarding the specific temperature at which an individual image under test was taken.

BACKGROUND
A reliable method of linking media to their source camera is through the analysis of sensor pattern noise (SPN) to generate a photo-response non-uniformity (PRNU) trace often referred to as a fingerprint[1]. When tested across the limited range of -7.9°C to 29.5°C it has been observed that this method is not affected by temperature[2], [1] goes as far as to state that SPN “is not affected by ambient temperature or humidity” since PRNU dominants the SPN. In[3] it was demonstrated that DSN exhibits signal power which adds to the overall correlation energy during the original SPN methods even when using sensors that have DSN correction methods. It is accepted that DSN is heavily temperature dependent due to the dark current density formula:

\[ J_d \sim T^2 e^{\frac{(E_\text{F}-E_\text{G})}{kT}} \] (1)

We investigate whether the current SPN methods are immune to temperature bias.

METHODOLOGY
We use three Sony IMX219 CMOS digital image sensors. The image sensors have built-in low dark current by design[4] through the use of correlated double sampling both before and after the Analogue to Digital Converter [5]. Through the use of custom-made experimental rig, we vary the temperature between 10°C and 50°C in 5°C increments. Temperature control is managed via a Peltier plate and MCP9808 solid-state thermal sensors. The aperture of the camera is covered with several layers of black electrical tape to ensure no photons are allowed to enter the imaging column. Covering the aperture ensures only dark frames are captured. Using a python script, we set exposure time to a constant \( t = 1/1008 \) s, and the effects of internal amplifiers are controlled by setting a predetermined long wait time during the setting up of the camera to allow the gains to reach a stabilised temperature before setting the ISO light sensitivity to 800.
Bayer raw information is appended to the end of each saved JPEG file. This is extracted using DCRAW\textsuperscript{[6]}. To extract the RAW information from JPEG file it is converted to TIFF using DCRAW as per\textsuperscript{[7]} using the command:

\texttt{dcraw -D -T --W filename}

For each temperature interval, an image set of 100 dark frames is taken per camera. We prepare a noise residue for each dark frame by filtering each image using a high-pass filter in the discrete cosine domain to extract the high-frequency components using Matlab.

\section*{RESULTS}

Using the theory presented in\textsuperscript{[8]} we apply a model based on the dark current density model seen in Equation \ref{eq:dark_current} to the measured results. This model has the exponential form \( y = ae^{bt} \). Each model resolves with an adjusted \( R^2 \) value of .9449, .9787 and .9523 respectively for camera 1, 2 and 3. These models are shown in Figure \ref{fig:results} and then overlaid against the observed data for Camera 2 in Figure \ref{fig:camera2}. There is a strong indication that the correlation is related to the DSN as hypothesised.

Using this model we can identify that the correlation increases up to an approximately constant value. This constant value occurs when the temperature of the DSN reference pattern matches that of the image. Using this analysis, we can determine an approximate temperature for each image set. This is shown in Table \ref{tab:cameras}.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Camera & Identified (°C) & Forensic Range (°C) & Actual Range (°C) \\
\hline
01      & 30.5          & 26.0 – 35.0          & 28.0 – 32.0    \\
02      & 28.35         & 23.85 – 32.85        & 28.0 – 32.0    \\
03      & 30.15         & 25.65 – 34.65        & 28.0 – 32.0    \\
\hline
\end{tabular}
\caption{Identified Temperature of Image Sets}
\end{table}

To ensure a prohibitively long time was not needed to acquire images, all images were taken over a maximum 4°C range of the target temperature. When averaged this could cause the expected temperature of the image set to be between 28°C and 32°C however, it is more likely than not that the average of the images would be 30°C. Unfortunately, the temperature of the images under test was not recorded in the EXIF metadata meaning the exact temperature could not be independently verified.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{results.png}
\caption{The three theoretical curves plotted against each other enabling an indication of the dopant strength to be determined.}
\end{figure}
CONCLUSION

In this paper, we have demonstrated a temperature bias in the method as first shown in\cite{1}. This temperature bias present relates to the presence of dark current within an image and proves to be a useful forensic trace in its own right. We use this trace to isolate the temperature that an image is taken at independent of other sources such as EXIF metadata. This result is demonstrated across three CMOS image sensors of the same make and model and is experimentally linked to the dark current of the device.

Keywords: Dark Current, Temperature, Sensor Pattern Noise, Image Forensics

REFERENCES


FRAMEWORK FOR INDUSTRIAL CONTROL SYSTEMS DIGITAL FORENSICS IN THE ENERGY SECTOR

Andrew Roberts
Tallinn University of Technology
Andrew.Roberts@taltech.ee

I. INTRODUCTION

Safety and stability of critical infrastructure in the energy sector is key to the functioning of society and way of life. Cyber-physical attacks against the energy sector such as the Ukrainian Crash Override and Stuxnet demonstrate the lack of protection and resiliency of industrial control systems (ICS) to advanced cyber threats[1]. If resiliency of the electricity grid from cyber-attack is to be ensured than it is imperative that ICS forensics analysis is improved.

In the last five years, critical infrastructure operations have been impacted by an increase in the commodification of ICS malware, use of ransomware, and supply-chain and vendor-access compromises. The vulnerabilities exposed by ICS cyber-attacks point to a lack of hardening of defensive mechanisms such as intrusion detection, and incident response[2]. The role of digital forensics in providing intelligence feedback to strengthen anomaly detection and improve incident response is critical to reducing the attack surface, and limit the impact of cyber-attacks to systems which sustain human life. The U.S Defense Science Board in their report on resiliency of critical systems to advanced cyber threat noted the benefits of forensics as providing understanding of cyber-attack vectors, persistence within the network, time-to-detect, and time-to-remove[3]. ICS forensics can improve energy critical infrastructure cyber resiliency in three areas:

• Supply Chain Validation: through extracting the original base factory configuration of devices and assessing any changes in the state, before implementation into the environment.
• Root-Cause Analysis: root-cause of industrial events. Examples have included industrial events where cyber was suspected as the main cause, only for data analysis of industrial devices to reveal operator error and plant malfunction where the actual cause.
• Compromise Detection: Host analysis, malware analysis, network traffic analysis, and log analysis. The purpose is to deconstruct the cyber-attack and feedback the intelligence of the tactics, techniques and procedures to strengthen defense[4].

Despite the importance, there are few available models for ICS digital forensics and because of this, there is a lack of proficiency in operational use[5].

How can we define a framework for ICS digital forensics in the energy sector that can be used effectively in dynamic operational environments? The objective of the research is to provide better outcomes for information gathering from the forensic analysis of incidents in ICS that can be used to strengthen cyber resiliency. In this work we will mainly look at the state-of-the-art of ICS forensics.

II. STATE OF THE ART

There are many research projects and papers which focus on ICS digital forensics. Project CRISALIS was a research program focused on examining the vulnerabilities of critical infrastructure to cyber-attack and providing recommendations for detection, and prevention. The CRISALIS deliverable for forensic analysis in ICS defined the role of ICS forensics as providing: compromise detection, clean-state validation and root-cause analysis.
The project delivered a forensic tool, FERRET, which provided a technical platform for forensic analysis. However, the study wasn’t focused specifically on the energy sector[4]. Since the release of the CRISALIS report in 2011, ICS malware have increased in sophistication and malwares such as TRISIS have targeted plant specific equipment such as safety instrumentation systems[6].

Studies by Slay et al. and Kniff accurately describe the difficulties translating the traditional model of computer forensics to ICS. Kniff defines ICS forensics as a combination of embedded system analysis, network forensics and intelligent data analysis[7]. ICS forensics is complicated as it must not impact continuity of operations of mission critical systems. Tools used in computer forensics are often not applicable to the unique physical and logical characteristics of ICS devices. Slay et al. concludes that further research is needed to define a framework for ICS forensics that develops forensic readiness in critical infrastructure[5]. Kniff, notes that there is a gap in research into assessing the performance of forensic application of anomaly-based threat detection[7].

De Montfort University and Airbus conducted a study to develop a methodology/toolkit for SCADA forensics. The study identified many of the issues with forensics analysis such as capturing volatile data from PLCs, and analysis of live data. The study didn't focus on a specific critical infrastructure sector and only provided a list of available forensic tools and a technical focused methodology based on literature reviews and reviews into the existing SCADA environments. The recommendations for future research focused on developing a more robust framework for the operational use of ICS forensics, encompassing; technology, organisational and procedural requirements[8].

The U.S Department of Homeland Security and European Network for Cyber Security in their studies and guidelines point to the importance of operational readiness for ICS forensics as one of the key metrics of incident response.[9]. Operational readiness of ICS forensics includes the critical infrastructure operational teams having an understanding of the forensics value of the assets in the environment, the forensics tools that can be used for each device or network component, and awareness and understanding of the digital forensics plan and when this is exercised as part of incident response[10]. The research provides guidelines and recommendations for the applicability of ICS forensics in operational settings, however, due to the age of publication, it omits the importance of forensic output to the intelligence feedback loop and for tuning defensive mechanisms such as the use of intrusion detection signatures.

III. CONCLUSION

There are many studies and approaches to ICS forensics. As cyber-attacks against critical infrastructure have increased in quantity and sophistication the attempts to forensically analyse these events have led to a realization of the uniqueness of ICS forensics and the challenges posed by a lack of tools, models, and methodologies. Future research needs to focus on developing a framework in a specific sector, mainly, due to its prominence, the energy sector, that is flexible enough to scale with the innovation of technologies and the complexity of the threat profile.

Keywords: Industrial Control Systems, Digital Forensics, Critical Infrastructure, Cyber Security
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INTRODUCTION

Social media has profoundly affected the way we acquire and process information. It has been reported that eight in ten Australians use social media[1] and that 52% of social media users utilise it to keep up to date with the news[2]. Furthermore, 17% report that it is used as their primary source of obtaining information[2]. A popular social media platform that is particularly effective at distributing information is Twitter, which will be the focus of this study.

Twitter’s Application Programming Interface (API) enables external software to meld with the site and supports users in building bots. Social bots are social media accounts that automatically produce content and interact with humans[3]. Researchers have found that as many as 15% of active Twitter accounts are bots, with bot activity accounting for 50% of the site’s traffic[3]. Over the past ten years, there has been an explosion of social bots[3]. While not all are malicious, some social bots can attempt to influence people through the spreading and amplification of misinformation. An example of this was the spreading of misinformation online during the 2016 US election[6]. A recent study by Shao et al. found that a mere 6% of Twitter accounts identified as bots were enough to spread 31% of the low-credibility information on the network[7].

With the increased uptake and usage of social media, it is concerning to consider the impact of these social bots, given their ability to spread and amplify misinformation. Researchers have sought to address this by using machine learning algorithms to detect social bots on social media. For Twitter, the current state-of-the-art classifier is Botometer (formerly known as BotOrNot)[4]. Current classification algorithms have followed a reactive schema, where detection techniques are based on collected evidence of existing bots. Adversaries, therefore, only have to modify the characteristics of their bots to evade detection. This leaves researchers always one step behind in a virtual arms race.

There has been an increased interest in the artificial intelligence community in the vulnerabilities of machine learning models (referred to as adversarial machine learning)[8,9]. In this study, adversarial machine learning techniques will be employed to study how an adversary may evade Twitter bot detection classifiers. Real-world adversaries often have no knowledge about the machine learning models they are trying to attack. Since Botometer is accessed through a public API and the model has not been made available, the most practical way to attack is using a black-box approach[11]. This involves constructing substitute machine learning algorithms to mimic Botometer, from which adversarial examples can be crafted. The purpose of this research is to highlight the vulnerabilities in the existing Twitter bot detection tools and to encourage their further development with adversarial machine learning concepts taken into account.

OBJECTIVES

The main objectives of this research project are to:

• Test the limits and vulnerabilities of a current, state-of-the-art Twitter bot classifier in an adversarial setting.
• Engineer adversarial examples and perform a practical black-box attack against the Twitter bot machine learning algorithm.
• Discuss defensive measures that can be implemented to improve the robustness of these classifier models.

BACKGROUND
BOTOMETER
Botometer is state-of-the-art in Twitter bot detection research. The tool generates more than 1,000 features from Twitter accounts using meta-data and information extracted from interaction patterns and content[4]. These features are then grouped and leveraged to train several different classifiers (one for each group and one for the overall score) using a Random Forest algorithm. These classifiers each output a score. Rather than use the raw score, the Botometer team developed a Complete Automation Probability (CAP) score to provide a better indication of whether an account is a bot or not. A higher account CAP score indicated a higher likelihood that an account is automated. Since the framework provides a continuous bot score, as opposed to a discrete bot/human judgement, an appropriate threshold must be determined to label the accounts. Recent research showed that a threshold of 0.43 maximised accuracy and enabled the classifier to correctly identify more modern and sophisticated automated accounts[4].

ADVERSARIAL EXAMPLES
Machine learning models are vulnerable to adversarial examples; malicious inputs designed to yield erroneous model outputs while appearing unmodified to human observers[9]. These adversarial examples exploit the imperfections and approximations made by the learning algorithm during the training phase. This phenomenon is analogous to the concept of optical illusions to humans. Recent research has demonstrated adversarial examples can be easily crafted with knowledge of either the machine learning model or its training data[9].

A concerning property of adversarial examples from a cybersecurity perspective is that it is possible to generate an adversarial example for any known machine learning model[8]. Another alarming property is that, if an adversarial example is effective against one machine learning model, it will likely be effective against others[10]. This property has been exploited to perform black-box attacks on machine learning models[8]. In a black box attack, the adversary constructs a substitute for the target model and generates adversarial instances against the substitute that can then be used to attack the target[11].

METHODOLOGY
In this study, a black box attack will be performed against Botometer. The following methodology is proposed:

1. Construct substitute models to mimic Botometer’s classification algorithm.
2. Craft adversarial examples using the substitute models.
3. Attack the substitute models and Botometer with the same adversarial examples.
4. Evaluate the success and feasibility of the attacks.
5. Discuss defensive strategies that can be applied to current and future bot classification algorithms to defend against these kinds of attacks.

PRELIMINARY AND EXPECTED RESULTS:
The first phase of this study involves constructing substitute models to mimic Botometer’s algorithm. To train substitute models, a labelled dataset is required. This was obtained by exploiting the Twitter API platform that allows for the streaming of real-time tweets. A small random sample of all public tweets that were produced in English, as specified in the tweet’s language setting, were acquired. The screen names of the users responsible for the tweets were extracted and then passed to the Botometer Python API as input. Botometer output a series of scores for each user, and the threshold of 0.43 was used to label each account[4]. This labelling method was used because it is only necessary to train a substitute capable of mimicking Botometer’s decision boundaries, rather than train a substitute model with optimal accuracy. The final dataset was made up of a balanced spread of 5,000 human and 5,000 bot examples.
A set of raw features were obtained by mining the meta-data of each user account. Statistical, sentiment and temporal analysis was performed on the meta-data to engineer a larger number of features. This large sample of labelled accounts and corresponding features was used as a training dataset for the substitute models. A subset of the training data was reserved for testing. The algorithms that were identified as the most suitable for this type of supervised learning were Random Forest, Gradient Boosting and Support Vector Machine. These algorithms were tested with the testing data and obtained accuracies of 88%, 87% and 80%, respectively. This accuracy result describes the similarity between the substitute model and Botometer.

Having obtained substitute models that effectively mimic Botometer, the weighting of each feature can be determined, and this information can be used to craft adversarial examples using existing frameworks[12]. Once the adversarial examples are created, a black-box attack will be conducted against Botometer’s classifier. The results will be evaluated to determine which features can be realistically manipulated and hence, determine the feasibility of this type of attack in the wild. The findings of this research can be utilised to provide suggestions on how current and future defensive frameworks of machine learning algorithms can be improved.

**Keywords:** Bots, Twitter, Adversarial Machine Learning, Fake News, Black-Box Attack
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INTRODUCTION
With current advancements in biometrics and its use in modern technology like mobile phones, people are more inclined to use it with each day as it’s simplifies and speeds up the process of authentication and identification. However, there are huge risks by using biometrics scanners that are not fully covered. Those risks are storage security and privacy.

Storage security is by itself a huge risk for users as if their biometric template is stolen, they will have to be deleted from the system because their biometric template is not a password and cannot be changed.

Privacy is an issue of trust. There are several cases of vendors, that provide biometric scanners and software, using the users biometric data for their own commercial purposes.

In this research, we study in-depth how those risks can be countered in the case of multi-modal biometric scanners.

Question behind this research is to find out if it’s possible to replace a typical password authentication with multi-modal biometric solution without loss of efficiency, security and privacy.

BACKGROUND
With the past two decades, biometrics have seen a huge increase in its usage across different fields ranging from personal usage and commercial usage to law enforcement[1]. This research will focus more on personal and commercial usage, as this is where the privacy issue arises more. Privacy is a significant issue that not only could lead to users private info becoming public but also it will raise people’s trust in biometrics, especially for people from the IT field.

Nowadays research focuses on specific biometric scanners, such as ECG, iris or fingerprint. However, there is not much research done to tackle multimodal biometric scanners that are made to work together and share data across each other, which can open a whole new attack vector.

With each specific biometric scanner comes it’s own problem or con, for example, face scanners can be easily spoofed if necessary counter-measures are not introduced, so if an additional layer of a different biometric scanner is introduced it can prove to be highly effective to reduce the failure and spoofing rate[2].

The main idea behind using only multi-modal biometrics is to remove the human error factor behind the usage of passwords. Computation power of systems are improving with each year, which leads to an increase in password security by enforcing stricter password policies and with time this will not be enough to remove human error[3]. Biometric scan-
ners entirely remove human error and can be a viable choice to replace passwords. However, there is a substantial issue of why biometrics didn’t replace passwords yet, and that’s storage security. The biometric template of users needs to be stored for comparison when authenticating, but if this biometric template is stolen, it can not be changed and the person will be simply removed from the system to prevent unauthorised access.

**RESEARCH METHODOLOGY**

The research has several steps:

1) Data collection methods from biometric scanners.
2) Methods of biometric data fusion.
3) Data mapping.
4) Performance evaluation.
5) Storage security method and evaluation.
6) Experimentation with different attack vectors.
7) Cost and usage evaluation.

The research will focus on only several biometric traits: ECG, pulse, gait and face recognition. These traits can be easily extracted through scanners that are widely available and open-source software. Each of those traits can be used as a separate biometric authentication system, but this research wants to find a correlation between them and use for one system to countermeasure biometric scanners downfalls. The researched system will use different sensors as it will increase reliability. The collected traits data will need to be fused and mapped through an application of classifiers and matching algorithms\(^6\). This will allow creating a biometric template and model that will enable authentication of a person.

Performance and costs evaluations will be made throughout the whole research to make sure the final result is suited for real-world usage.

With a complete biometric template, the research can move for storage security evaluations and what methods can be used to make sure the biometric template stays secure. Cancelable biometrics and visual cryptography are strong contenders as it not only allows to revoke your biometric template like a password, but also improves privacy, which in turn improves public confidence of biometric scanners\(^6\).

Finally, once the biometric system has been covered, experimentation needs to be done, to find out what attack vectors are not covered, this will allow us to either find the countermeasures or evaluate the failure rate of the system.

**CHALLENGES AND EXPECTED RESULTS**

Performing data fusion will prove quite difficult as there are several stages to how it’s done, that ranges from combining data at either sensor-level or feature-level to running it through classifier and matching algorithms. Even though the biometric data is different from each sensor, the result of fusing will provide a more reliable biometric system than using a single biometric trait and sensor. This will allow reducing matching errors and overall error rates. Expected result from this stage is a reliable biometric template and model that can prevent several spoofing attacks.

Storage security methods and privacy improvements evaluations are the targets of this research, by performing data collection and fusion, we can correctly pinpoint which steps can or needed to be changed to find a balance between performance, reliability, and security. A positive result is a reliable biometric system that can prevent biometric template theft or countermeasure it by using cancelable biometric, but also needs to remain optimised for real-life usage. Performing attacks on all of the steps of biometric data authentication will allow to pinpoint issues in the system and improve it. However, the resulting biometric system could need too much computational power or installation costs for it to prove profitable and serious competition for password replacement.

Each person is unique and if for one a high heart rate is a given, for others it’s to high. While authenticating a biometric output some of the readings can be quite different from
each other on each consecutive authentication, which depends not only the environmental changes but also on the person’s health. The issue here is the failure threshold. To combat this, on authentication of the biometric sample there are several stages to it, where each can result in an error. Using this errors the system can calculate the error rates and evaluate a match rate.\cite{6} If one of the biometric sensors fails in extreme external conditions, for example ECG sensor results in a false negative result because the wearer is having health issues, then how it should be treated highly depends on the system requirements. This research will also focus to find the middle ground to extreme cases, be it raising the error threshold by verifying the health of the individual with other biometric sensors or instead providing assistance.

**Keywords:** Passwords, Biometrics, Storage, Security, Privacy, Authentication, Identification, Verification
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INTRODUCTION
The maritime industry is the backbone of the global economy. In 2017 the volumes of cargo, that was transported with the ships around the world, reached 10.7 billion tons (Asariotis et al. 2018). During 2017 the global tonnage has increased by 42 million gross tons, which is equivalent to a 3.3 percent growth rate. In January 2018, the world fleet reached a carrying capacity of 1.9 billion dead-weight tons (dwt). In light of these numbers, the importance of maritime transportation cannot be overemphasized. The maritime industry has entered the new digital era of its evolution. New technological developments allow shipowners to operate the ships more safely and securely, optimize the sailing routes and save fuel. Smart shipping solutions are supporting crews and are improving the performance of the fleets. One of the biggest changes has also been the rollout of the internet connection onboard ships. The Maritime Labour Convention recommends that “reasonable access to ship-to-shore telephone communications, email and internet facilities should be available to seafarers, with any charges for the use of these service being reasonable in amount” (International Labour Organization 2006). According to the findings of the survey carried out by the Nautilus International, the union for maritime professionals, seafarers are increasingly making employment choices based on the availability of internet access (Nautilus International 2017). Nearly two-thirds of respondents said that they would consider changing the shipping company if it provided better onboard connectivity. The survey included 1,125 people from the UK, 665 from the Netherlands and as well as representatives of 18 companies giving the total sample size of nearly 2,000.

With continuous access to internet resources, social media, and e-mails, the seafarers, ships, and shipowners have become targets for motivated cybercriminals. In general, there are two categories of cyber attacks, which may affect companies and ships: untargeted and targeted (BIMCO et al. 2018). Targeted attacks are more sophisticated and can include the tools and techniques, which are specifically created for targeted shipping company of ships. These tools and techniques may include a distributed denial of service (DDoS) attacks, spear-phishing, subverting the supply chain, social engineering, impersonating a legitimate employee and others. The Port of Antwerp case in 2011 has shown that the collaboration of organized criminals and cybercriminals can lead to dangerous consequences for the community and the ports (Bateman 2013). Untargeted attacks are likely to occur due to the employment of tools and techniques available on the internet (scanning, water holing, phishing, malware, etc.). These types of cyber attacks may cause costly collateral damage for the shipping companies. In June 2017 the world’s largest container shipping company, A.P. Moller-Maersk was one of the companies, which was hit by the malware NotPetya (Greenberg 2018).

This paper gives an overview of the exercise developed and carried out in June 2018 at a Cyber Security Summer School, which was organized by Tallinn University of Technology (TalTech). The novelty of this paper is to present a different approach to cybersecurity-related education and training of the seafarers and to point out the threats that emerge from the lack of cybersecurity awareness and cyber hygiene training, and the misuse of social media at sea. All participants were MSc and PhD students.
METHODOLOGY

Simulator-based training is one of the key factors in maritime education and training (MET) institution (Sellberg 2017). The environment created with the simulators allows the cadets to practice the skills and competencies that are needed for their future jobs. Navigational simulators also allow putting the cadets and seafarers in situations and conditions they would normally not encounter during their service at sea. Failures occurring in the simulated environment are incomparable to consequences on the real ship. TalTech Estonian Maritime Academy has a modern Simulator Centre with the navigational, maritime communication, engine room, refrigeration training, marine pollution control, and other simulators. The navigational simulator consists of four bridge simulators imitating the sailing of an actual ship (Figure 1).

Exercise Neptune was developed to test the security of the legacy systems within the maritime navigational systems and to gather intelligence data of the real target ships sailing at sea during the time of the exercise and look for the possible cyber attack vectors (open-source intelligence (OSINT) exercise) (Rajamäki, Sarlio-Siintola, and Simola 2018).

The equipment and tools used during the simulator exercise:
- 4 Transas bridge simulators (Navi-Trainer Professional Simulator NTPRO 5000)
- 8 laptops with Windows 10 and PC-based chart plotter software Sea Clear II
- wireless network without access to the internet

The participants were divided into two divisions, four ships in each. Each group/ship received the laptop with preinstalled Sea Clear II software.

The aim of the Exercise Neptune is to simulate a threat aggressor in the closest possible way to a realistic terrorist type group. The easiest way to achieve this is to place the students into a cause. In this case, a civil war within Estonia was simulated, with two major factions having been formed. The reason for this kind of scenario is to take the participants out of their comfort zones and to get them to focus on their enemy and the purpose, but in a way where they work closely with other teams, making them exchanging data securely, and advancing their OSINT posture to the whole collective picture. It is simulated to originally place the teams against each other.

As the exercise plays out, it forces the teams to come together into one task force. This achieves two objectives. First, to create a highly focused team that is working on a number of ways to exploit the OSINT data and the vulnerabilities that they have assessed in the
system and then bring that together in one attack plan. When they exchange their data and results with others, it provides the creativity required to exchange their ideas, to adapt and make their respective attacks achievable. This is aided by the “Gamemaster” making the exercise a “high tempo” environment, rather than just a game. In placing constant deadlines, the participants quickly gain the Command, Control and Communication (C3) posture that would normally be present within a state or organised threat actor within a very short timeframe. This is required to understand what the threat landscape really is like. This methodology, while unorthodox, manages to create the results faster than traditional exercises and produces the work ethic normally found in groups that are fighting for a cause. This is an online version of the methodology used in Royal Navy workups during the Flag Officer Sea Training (FOST) training (Soeters, van Fenema, and Beeres 2010). First, focus on your department, then your ship, then on your task force, and then at the end, within the whole task group.

RESULTS
The results of the simulator exercise show, that the divisions were successful in developing cyber attacks against the opposing ships. They were able to breach the Electronic Chart Display and Information Systems (alter the course, manipulate with the chart data), interfere with the Automatic Identification System (AIS) data and compromise the Global Maritime Distress and Safety System (GMDSS).

As a result of the OSINT exercise:
• the teams were able to get hold of 7536 usernames and password used by the employees and crews of NATO warships;
• NATO ships could be tracked using SNAPMAP (map.snapchat.com), Twitter, Facebook and other social media sites;
• daily orders and confidential orders were found on Twitter in photos;
• FITBIT was being utilized by operational troops in exercise areas;
• webcams in ports were utilized to use as intelligence gathering assets (no usernames and passwords were in place);
• public relation departments were just as much to blame as individual sailors for their recklessness;
• it was recognised that mandatory policies are not being enforced.

CONCLUSION
The results of the exercise provided two major learning outcomes. One is that the digital footprint placed by individual seafarer is impacting the whole landscape. All of these individuals are only performing small breaches of data, but when you merge this with the collective intelligence, it provides a full tactical picture that can be then further exploited to provide a full strategic overview of their objectives. This suggests that the way this needs to be taught to seafarers and the maritime industry is in the same way, by demonstrating what the real results are within a real environment. In this way, we take the ownership of IT security from the hands of the IT security specialist and into where it should be: everyone’s responsibility within any organisation as a whole. The maritime environment is different from a traditional office; it cannot have the same cyber hygiene approach that is used in this situation, as the threats and approaches are not the same.

It also proves that the hardware used for mission critical services (navigation, emergency communication, engine room software, etc.) can be easily exploited. These exploits, when merged with traditional intelligence gathering and OSINT profiling techniques, provides perfect injection points in where these exploits can be actioned.

In further discussions with the maritime industry, it also found that, like any other organisation, the responsibility for security positions is held across multiple silos. For example, the responsibility of GMDSS security is not held by the same person who is responsible for Desktop security. This means that there are holes in the whole process. This can only be achieved by a unification of the security posture, and ownership of the threats will be taken as one, in respect to the overall risk.
FURTHER RESEARCH

With the results from this exercise, the question is no longer “are ships exploitable” but more “how can we mitigate this threat when it happens, and in a way that the maritime industry can cope with this”. Maritime industry can handle flood, fire, engine room and steering gear failures very well. More research is needed to develop bridge and operational procedures (kill cards) that help ship crews to identify possible cyber threats when they happen, and indicate what initial actions are required. Crews need to know how to escalate it to the correct authorities, and to other units in the area. More importantly, we see the need for establishing the drills that are required to make sure that a crew’s conduct during an attack in question aids the safety of the ship, and do not hinder the situation, and that they all understand what is going on. With this in question, the research that is required is placing the competent crews within the bridge simulator, arranging possible cyber attacks and following the reactions of the participants. By repeating the exercises within high threat situations, the results will provide a good framework for establishing a good safety net for the shipping industry. It allows providing a more secure approach to cyber attacks for one of the most important industries.
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ABSTRACT
In this paper we discuss a work in progress to create a socio-technical escalation framework (STEF) to support synchronizing Security Incident and Event Management Systems (SIEMS) and Crisis Information Management Systems (CIMS) for crisis management during cyber crisis’s. The process to create the escalation framework starts by first modelling the systems using a socio-technical approach and then using this modelling to outline a defining taxonomy for cyber crisis, escalation relevant information using SIEMS and in finally process have the SIEMS report information input to the CIMS to support the crisis management decision processes.

After this framework has been reviewed by the socio-technical research community we plan to test the model when setting up exercises in the Norwegian Cyber Range (NCR) environment. NCR will be an arena where testing, training, and exercise will be used to expose individuals, public and private organizations, government agencies to simulate socio-technical cyber security events and situations in a realistic but safe environment.

BACKGROUND AND INTRODUCTION
Every incident creates a need for information, both for people dealing with it inside the company as well as outside audiences. CIMS are implemented in many organizations to collect and correlate information during crisis. Mostly this information is submitted by personnel who are involved in dealing with the crisis.

Even though a CIMS will be used for multiple incidents, a crisis should be managed as a single event (Iannella & Robinson, 2007). E.g. a cyber crisis needs to be managed based on the taxonomies of such crisis. Cyber crises are more difficult to manage as the origin of the crisis is difficult to find, and there is a need for provided analysed information escalated from reliable information security sources.

Cyber threats are among the highest scored threats to business operations business reported by CEO’s in PWC’s annual global CEO report (PWC, 2019). As CEOs turn to what they can actively control inside their organizations, they confront the limitation in their own capabilities, especially the information and skills gaps according to the PWC’s survey. Organizations struggle to convert data into useable and actionable intelligence, and the main reason for their frustration is among others ‘data siloing’ and ‘poor data reliability’.

To cope with this situation, we propose an escalation framework by using SIEMS to provide analysed information in CIMS. By providing a clear step-by-step guide to follow, a CIEMS framework motivates companies to a more structured approach in their incident response procedures. For example, the framework can push organizations to make a detailed elaboration of roles and responsibilities within teams dealing with cyber security incidents. That will ensure that every organizations process has its owner and remains under control (Kulikova, Heil, Van Den Berg, & Pieters, 2013).
OBJECTIVES AND RESEARCH QUESTIONS

Our main goal is to develop a socio-technical escalation framework (STEF) that enables Security Incident and Event Management Systems (SIEMS) and Crisis Information Management Systems (CIMS) to synchronize information flow during a cyber-crisis.

To better understand the scope and magnitude of the problem two research questions are proposed:

• RQ 1: How can we develop an incident taxonomy most suitable for cyber crisis management?
• RQ 2: What are the suitable methods and tools to escalate and present the cyber crisis information in crisis management systems?

We want to answer the questions by focusing on how SIEMS-systems can be employed in existing information systems, most specific in crisis information systems. Thereby, we want to approach our questions by what can be referred to as a naïve inductivist approach. The naïve inductivist approach starts by first observing a phenomenon and then generalizing about the phenomenon which leads to theories that can be falsified or validated (Kowalski, 1994).

RESEARCH APPROACH

In this paper, we approach the cyber security challenges using the design science research in information systems (DSRIS) (Kuechler & Vaishnavi, 2012). Design science research (DSR) is a methodology which can be conducted when creating innovations and ideas that define technical capabilities and product through which the development process of artifacts can be effectively and efficiently accomplished (Kuechler & Vaishnavi, 2012).

How to work on DSR was presented in a thesis written by G. R. Karokola (Karokola, 2012). He visualized this approach as outlined in figure 1. As we are approaching our work in a naïve inductivist approach, we modified the logical formalism in the model from abduction to induction.

![Figure 1. Design research methodology – modified](image)

Our proposed artefact in this work in progress paper is a framework to deal with the problem in cyber crisis management in which analysed data from SIEMS system should be provided to support crisis decisions.

RESEARCH SCOPE

In this work in progress we plan to use the BSE model based on Rasmussen structural hierarchy model to visualize our approach (Cassano-Piché, Vicente, & Jamieson, 2006). We will present this as an acci-map. An acci-map is a systems-based technique for accident analysis, specifically for analysing the causes of accidents and incidents that occur.
in complex Socio-technical systems. Different SIEMS-systems might be used on different levels in the model/system to improve information flow between ‘data silos’ and indicate what relevant information should be provided from a cyber incident to the CIMS systems.

After this framework has been reviewed by the socio-technical research community at the ICR 2019 we plan to test the framework when setting up cyber crises exercises in the Norwegian Cyber Range (NCR) environment. We wish to test the relevance of our framework in different management groups in Norwegian public sector to develop and evaluate our suggestions to provide artefacts that will be manageable during crisis.

Keywords: SIEMS, CIMS, Cyber-Crises, Cyber-Crises Taxonomies; Crises Information Escalation; Cyber Information Escalation, Cyber Decisions
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INTRODUCTION
Global Navigation Satellite Systems (GNSS) are a ubiquitous & essential tool across many platforms and systems in the modern era. Many systems, and in fact, industries rely on these satellites for positional or timing data, and for this reason, GNSS requires protection & verification. Due to this reliance, it comes as no surprise that attacks on GNSS are of growing concern in cyber warfare.

For example, in 2013, academics in the Mediterranean Sea took a yacht off course without being detected[1]. In early 2019, also, Russian intelligence has interfered with NATO military training, and elsewhere throughout Russia, Crimea & Syria[2].

Over-the-air attacks come in three main varieties: jamming, spoofing and software attacks.

Jamming refers to a brute force Denial of Service (DoS) attack where noise is generated and broadcast on GNSS frequencies, making it difficult for any receivers to separate and decode any data.

Spoofing is a more targeted attack whereby false signals are transmitted to imitate genuine GNSS signals and can result in erroneous positions being displayed. If the signals are tailored to a specific receiver’s location, this can then be slowly adjusted to bring ships & aircraft off course without any obvious indication to the operators[1].

Software attacks are not attacks on GNSS directly, but rather the software implementations of GNSS receivers. For example, sending malformed requests, or exploiting known bugs in the software[3].

Using these attacks individually or in combination may allow an attacker to disable or alter the location returned by a GNSS receiver, which may be intended to disrupt or disorientate the victim.

Keywords: GNSS, Spoofing, Satellite Navigation

OBJECTIVE
Our objective is to formulate a framework that determines how trustworthy the current GNSS location data is and to create a simple user-friendly metric using this framework to display to a user. A secondary objective is to implement the metric in an Android app, utilising low-level GNSS data made available in recent chipsets[4].
RELATED WORK

The focus of our research is primarily the detection of GNSS spoofing. There are several studies investigating these methods of spoofing detection, which range in their effectiveness, depending on the complexity & kind of attack. However, it is not clear if existing receivers are advanced enough to detect sophisticated attacks, as many of these methods are mathematically intensive.

The most fundamental approach is to detect satellites that have suspiciously high-powered signals, which may eliminate the simplest of spoofing attacks from malicious parties that just want their targets to lock on to their signal\(^5\). This method will fool the most rudimentary receivers that simply prioritise the strongest signals from a single constellation (constellation here means each system of satellites run independently by different organisations, eg; GPS, GLONASS, Galileo, etc.).

More rigorous methods include measuring the incoming signals’ phase difference to determine the approximate direction of the signal source, as different satellites will be in different areas of the sky\(^6\). Some of these methods, such as cryptographic authentication, are computationally intense, as they utilise statistical hypothesis testing\(^5,7\). Some receivers will prioritise satellites which report being in different locations, as Geometric Dilution of Precision (GDOP) states that satellites in close proximity of each another will not provide as precise location data\(^8\).

METHOD

Google has developed a GNSS Analysis suite targeted at application developers, which consists of an Android app (GNSS Logger) to capture raw GNSS data, and an analysis tool in compiled MATLAB code\(^4\). This analysis tool provides a wide array of graphs and statistics that can be used to characterise and analyse the captured data, as seen below in Figure 1. This does not demonstrate all of the data collected by this tool however, as additional data such as Automatic Gain Control (AGC) is also recorded and can be useful for spoofing detection.

![Figure 1. 3 Screen capture from GNSS Analysis (Google.)](image)

The left column shows satellite data, from top to bottom; the strongest satellites from each constellation, each satellite’s signal strength over time, and the rough location of each satellite in the sky. The centre column shows clock & timing data, again from top to bottom; the distance from user to each satellite (called “pseudorange”), over time, how much the receiver’s clock’s frequency must be changed to correct timing over time, and how much it has changed over time. Finally, the third column contains calculated data, including; variation in position, the magnitude of errors in pseudorange over time, and the number of errors in pseudorange over time.

We have used this GNSS Analysis suite as the basis for our data collection and analysis as it requires no translation to implement in an Android app and provides for easy integration into an SQL database for scalable analysis.
However, in order to test our program, a method to broadcast our own GNSS signals is required. Due to strict regulatory requirements and to avoid interfering with the public, these signals must be broadcast in an electrically shielded environment\(^9\). Shielding the testbed is a non-trivial problem, and we plan to solve this with a rudimentary grounded Faraday cage fabricated from sheet metal, and lined with copper mesh for conductivity.

Several Software Defined Radio (SDR) transmitters have been investigated, but many have a significant expense (from €200 to €1,200) which due to budgetary constraints would limit testing to a single transmitter\(^{10}\). After using a high-quality transmitter to provide a reference transmission, we are using several USB to VGA converters (approximately €8 each) which can be hacked with open-source software to become a crude transmitter\(^{11}\). This hack utilises higher harmonics of the 165 MHz VGA digital to analog converter, which can create undesirable interference. However, as this will be tested inside an isolated environment, this is not of concern.

In order to provide a realistic testing environment, real-world GNSS signals must be injected into our container in near real-time. There are several GNSS simulator tools capable of transmitting realistic signals for this purpose, as well as simple hardware repeaters to replicate signals received outside the containment, and at the time of writing, we are still investigating them\(^{12}\).

**PRELIMINARY RESULTS**

We have identified several key concerns to be analysed from the raw GNSS satellite data in Table 1 below. The table contains descriptions of spoofing detection methods, and what data sets they must be analysed against to detect suspicious results.

“Absolute” here means that a satellite’s data is compared to a numerical constant, or set of constants, and not other satellites. The column “Self” refers to whether each satellite’s data is compared to its own historical data, as collected on the device. The “System” column indicates the satellite’s data is analysed with respect to other satellites in the same constellation. Finally, “All”, applies to data that will be compared to all satellites in range.

<table>
<thead>
<tr>
<th>Title and Description of Method</th>
<th>Absolute</th>
<th>Relative to</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Self</td>
</tr>
<tr>
<td>Satellite ID exists: checking to see that every SVID that is received is an actual, in-operation satellite</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Satellite is in the expected location: if the satellite with the given SVID should be reachable in this part of the world</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Duplicate signals from the same SVID: if a single SVID appears more than once from different sources, at least one of these is unauthentic</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Unexpected distance jump: when spoofing occurs, there may be a single, sharp position jump that is obvious</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Time variance/jitter: if the timestamp given is delayed, this can indicate a man-in-the-middle attack. Also, if the clock bias is noticeably large, this may indicate the spoofing device is not as reliable as the atomic clocks used by satellites</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Time of arrival: if multiple signals are consistently received instantaneously, they are likely from a single spoofer device</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Power of signal: if a certain set of satellites’ signals are well above others, or if signal strength was slowly increased over time</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1. Proposed Data Analysis
If there are any malicious signs detected during data analysis, flags will be raised ranging in level with respect to the severity of the observed interference. Based on the number of flags and their impact, the application will utilise our framework to place a value on the level of interference, which will manifest in a certain colour grade, as per the table below. These are the key results of our research, and we expect this kind of algorithms will be most useful for transport companies, but also eventually more widely by the public as well as defence as a rough estimate on the type of interference in the area.

Table 2. Proposed Metric

<table>
<thead>
<tr>
<th>Colour</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purple</td>
<td>Encrypted (typically defence)</td>
</tr>
<tr>
<td>Blue</td>
<td>Authenticated (e.g. GALILEO 2019+)</td>
</tr>
<tr>
<td>Green</td>
<td>No suspicious activity detected</td>
</tr>
<tr>
<td>Yellow</td>
<td>Suspicious activity</td>
</tr>
<tr>
<td>Red</td>
<td>Inconsistent; signal unverifiable, may be heavy interference</td>
</tr>
<tr>
<td>Black</td>
<td>Device compromised; the device is using a false signal</td>
</tr>
<tr>
<td>White</td>
<td>No/insufficient signal detected (environmental or malicious)</td>
</tr>
</tbody>
</table>

Keywords: GNSS, Spoofing Satellite Navigation
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INTRODUCTION AND RELEVANCE

Lawyers are frequently engaged in cyber exercises in various roles. They take part in drafting scenarios from the legal standpoint, including subsequent scenario escalation through different stages of emergency. Also, they are engaged in the “play” itself, as blue team members (Locked Shields) or members of the target audience (CyberCoalition).

Their inclusion is considered necessary due to their role in real-world decision-making. In spite of that, no study was yet dedicated to mapping the way lawyers are engaged and what is expected from them over the course of different exercises. This paper aims to fill this knowledge gap and map different roles in which lawyers engage in cyber exercises.

I took part in several national and international cyber exercises, and I noted certain level of uncertainty with regard to what to expect from lawyers. Naturally, lawyers play role in real-life decision-making, and because cyber exercises aspire to be realistic, inclusion of lawyers is understood as desirable. That being said, it was often unclear whether lawyers should sharpen their knowledge in response to technical specifications of ongoing scenarios, or whether they should educate others. These uncertainties often led to unsatisfactory experience of both lawyers and IT personnel taking part in the exercise.

RESEARCH QUESTIONS

This submission aims to answer the following two research questions related to the role of lawyers in cyber exercises:

1. What is the role of lawyers in cyber exercises as perceived by (a) lawyers, (b) policymakers and (c) IT personnel? Is there a common denominator for all three groups regarding the role of lawyers in cyber exercises?

2. What is the expected knowledge to be communicated from lawyers to other participants during cyber exercises?

DATA

Data for this research was collected through semi-structured interviews with 25 respondents who took part in cyber exercises in the past. Semi-structured interview consisted of background questions (position, experience, experience with interaction with lawyers, participation in cyber exercises) and impressions (benefits of exercises, expected role of lawyers in cyber exercises, experience with lawyers in cyber exercises). Semi-structured interview was selected because the group of respondents was diverse – from academics to senior military officials – and given the qualitative nature of the study, it was useful to ask additional (unscripted) questions to frame the topic in more exhaustive way.

Given the inability to identify all the possible respondents and achieve representative sample, snowball method was used to identify specific respondents. Respondents were divided into three categories: lawyers, IT personnel and wide group of people engaged in policy. The third category served mainly as the category for respondents who were neither lawyers, not IT personnel.

Every respondent was asked to conduct the interview in her preferred environment. Interview was advertised as 30 minutes long, however because the willingness to share
experience with regard to the topic differed, interviews span between 20 and 60 minutes. Interviews were recorded, transcribed, and send to respondents for authorization. On occasions, this lead to lengthy process of institutional authorization to ensure that no classified or otherwise protected information were disseminated. The process was lengthy, often spanning several months, however it ultimately led to set of authorised transcripts of interviews prepared for qualitative coding.

**CONCLUSION/RESULTS**

Below are some of the recurring topics that appear regardless of the analysed group of respondents:

- Lawyers serve; they do not lead the exercise. This is often problematic in countries where the use of legal advisors for government is not mature enough for lawyers to understand their supportive role.
- Lawyers are more likely to be listened to, if they understand their supportive role.
- Lawyers are more likely to be listened to because of their personal traits and ability to connect compared to their knowledge and position.
- Pointing out that something is illegal is not enough; explanation in nonprofessional terms is required, as well as ability to modify operational or tactical procedures to achieve the desired outcome.
- Lawyers are required to know more about IT than IT personnel is required to know about law.
- Cyber exercises often lack sufficient evaluation mechanisms; additionally participants often lack both the willingness and the ability to follow through with the non-IT knowledge (legal, policy) after the exercise.
- Engaging lawyers in exercises often lacks realism regarding their different pace of work.

These recurring topics will serve as starting point for further analysis, as some outcomes are still pending. Special attention is to be paid to operationalisation of results. I intend to provide answers to research questions in form of categorisation with sufficient descriptive and analytical value to allow framing of lawyers in exercises.
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Cyber weapons are getting at the forefront of attention over a period of last years. As the discussions among researchers, military personnel, cybersecurity and IT specialists are intensifying, many pressing issues still remain unsettled. One of those issues is undoubtedly the scope of legal aspects associated with cyber weapons. So far, there are several studies making a contribution to clarification of particular aspects of cyber weapons[2], but there is no literature that would attempt to pay attention to all legal aspects of cyber weapons. This extensive issue is certainly complicated by a fact that a life cycle of a cyber weapon is necessary to be perceived as a long chain of different links. This cycle is not solely comprised of development, export, acquisition and deployment respectively. As presented at the 2016 International Conference on Cyber Conflict (CyCon U.S.), following ten phases of the life cycle of a cyber weapon may be distinguished – project definition, reconnaissance, design, development, testing, validation, intrusion and control, attack, maintenance, exfiltration.[3]

Furthermore, the situation is complicated by the fact that even though cyber weapons ‘have been used, and indeed are rapidly proliferating across state arsenals’[4], neither international consensus on a definition of cyber weapons has been reached[5], nor states have agreed to any specific regulations as to cyber weapons.[6] Even though that some scholars introduce types of cyber weapons, such as namely website defacements or vandalism, distributed denial of service, intrusions (including Trojans and trapdoors or backdoors) and infiltrations[7], those classifications are not significantly helpful. Cyber weaponry is updated constantly in order to ensure a successful attack[8] because once a cyber weapon is launched, the target then becomes aware of the issue and corrects the problem.[9]

The above-mentioned circumstances lead to the following questions. How should states react in order not to be falling behind? How should a legal framework look like to meet a requirement of sufficient flexibility?

RESEARCH

This upcoming research is motivated by the paper Cyber Weapon Reviews under International Humanitarian Law: A Critical Analysis written by Colonel David Wallace. He presented his contribution to be ‘a clarion call for greater research and study in this critically important area.’[10] In order to cover the widest scale of possible cyber weapons, this research inclines to a result-oriented approach to cyber weapons. Inspired by Thomas Rid and Peter McBurney, a cyber weapon is understood as ‘a computer code that is used, or designed to be used, with the aim of threatening or causing physical, functional, or mental harm to structures, systems, or living things.’[11] Further inspired by the paper Challenges and opportunities in cyber weapon norm construction written by Jacqueline Eggenschwiler and Jantje Silomon, this qualitative research will attempt to analyze contemporary legal norms of international law. As cyber weapons could be used both during armed conflict and in peacetime, the research will focus on two significant legal regimes (namely law of armed conflict and human rights law) and examine whether those regimes are adequate and flexible. At this initial stage, the research will focus on deployment of a cyber weapon. At its later stages, the research will further track back to preceding stages and analyse how legal constraints on deployment of cyber weapons will impact their development. At those later stages, the research will also consider domestic regulation. This
upcoming research will not aspire to introduce a legal regulation, but its main objective will consist in clarification of legal aspects that should be taken into account.
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Law enforcement has to face new challenges created by encryption. Appropriate legal framework regarding orders to disclose decryption passwords or perform biometric authentication is essential, so that it would be possible to investigate offences and prosecute the guilty while still respecting the rights of individuals (including the accused), and acting within the rule of law. Currently, in most jurisdictions compelling to disclose passwords or open systems by biometric authentication is not clearly regulated. This should not be regarded as optimal neither for the law enforcement nor for ensuring the human rights. Firstly, without the appropriate legal framework law enforcement officials cannot be sure that their actions will not be regarded as acting in bad faith and unjustly set the guilty persons free and not punished. And secondly, without proper rules it can be unclear for the individuals how to assert their rights.

Right to protect oneself against self-incrimination is recognized in most legal systems, however, ways how forced disclosure of decryption passwords and biometric authentication is interpreted and dealt with in the context of this right varies among countries quite greatly. For example, in Estonia or Lithuania there are no specific rules regulating this issue, thus, no-one can be lawfully forced to disclose a password or perform biometric authentication. However, in jurisdictions with no special rules for this issue, password disclosure and biometric authentication usually is a matter of negotiation between the law enforcement and persons in question (usually the suspects in criminal proceedings). It is important to note that biometric authentication could be circumvented by technical means. For instance, via using fingerprint marks collected from various surfaces or via centralized state level data bases created when issuing identification documents (passports, etc.), which include certain biometric data. Facial recognition also could be regarded as a method of authentication that could be easily overcome, for instance, just by pointing the device in question towards the suspect.

Norway, however, quite recently has made an amendment allowing police to order anyone to open data-processing systems by biometric authentication and to perform such authentication by force if persons refuse to comply with the order. This change has been made because the Norwegian Supreme Court has decided that existing provisions for taking fingerprints, DNR or blood samples by force do not cover forcing someone to put their fingers on phone for opening it\textsuperscript{[1]}. In my opinion, this amendment is a good addition to the existing regulation since it provides clarity both to the law enforcement and to society in general regarding this issue.

It is important to note that compelling to reveal decryption passwords differs from compelling to open systems via biometric authentication. Orders for biometric authentication is somewhat similar to the orders of taking fingerprints, DNR or blood samples by force because, for example, fingerprint exists objectively. If password is written down then it exists objectively, but what if the password is only in person’s mind? For instance, should the password be considered neutral, like a document, that could be ordered to disclose, or testimonial – fully protected by the right against self-incrimination?

Some jurisdictions, for example, United Kingdom, France have laws stating that failure to disclose decryption key could result in imprisonment and fine\textsuperscript{[2][3]}. These laws are inter-
preted as requiring to prove that the person in question knows the password, for example, has recently used it[4]. However, person could honestly forget the password, even if he/she has recently used it, or person could still know the password even if he/she has not used it recently, so proving this might raise a lot of doubts. It is also very probable that punishment for not disclosing a password can be viewed as relatively mild compared to the punishment that could be executed in relation to the data accessed by disclosure of the encryption passwords. This, for example, would be especially true, if encrypted data would be related to terrorism crimes, so that is something that should be taken into account as well.

There also is the question of deniable encryption[5], meaning that even if a person complies with the order to disclose a password, it still would not be possible to know whether the password opened all the encrypted data or if there still is a hidden partition/volume. For these reasons, in my view, the non-disclosure of passwords that exist only subjectively in person’s mind should not be criminalized.

Ordering to disclose decryption passwords to border control also can become problematic, and not only because of the already above mentioned issues but also due to the existing attorney-client privilege or journalists’ right to protect their sources, so these issues might require some special rules, if non-disclosure (whether existing objectively or subjectively) is regarded as an offence.

To sum up, the topic of decryption passwords and biometric authentication vs. law enforcement is a very complex one. It requires comprehensive comparative analysis between different legal systems, good understanding of technical issues, and looking for balance between the interests of law enforcement and compliance with human rights, so that a reasonable legal framework for this issue could be established.
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INTRODUCTION

Many online communities today face growing problems of group polarization, radicalization, and fake news. Social networks such as Facebook tend to recommend users to connect with people they already know and share similar values and beliefs with. In this homogeneous setting, online users become less tolerant and willing to accept information that does not confirm their pre-existing views. It is within this context that fake news has been able to find a mass audience\[1\]. Fake news not only confirms but also reinforces and strengthens people’s beliefs. According to J. Ratkiewicz et al., “when politically active individuals can avoid people and information they would not have chosen in advance, their opinions are likely to become increasingly extreme”\[2\]. Political researcher Cass Sunstein refers to this phenomenon as group polarization, and it has been a large factor in the radicalization of terrorists\[3\],\[4\].

These issues are exacerbated by bots – automated accounts that pretend to be real people on social media. Because of how often they post content, bots may be viewed as more trustworthy and be better at influencing people\[5\]. Data-scientists have sought to address this issue by using machine-learning to detect bots on social media. Many models have been developed to classify online accounts as bots or real people. These models are ‘trained’ by giving a set of accounts labeled as ‘genuine’ or ‘bot’ to several algorithms. These algorithms generate a model that is able to detect bots based on the common features of all the bot accounts given to it. For a simple example, if every bot account in a training data-set had a default profile picture, the resulting model would tend to classify similar social media accounts as bots. Real-life classification models use a greater range of features, however, and the algorithms used to train them are much more complex.

While much research has been done into detecting bots, not much focus has been put into how bots might avoid being detected. According to Zhouhan et. al., data-scientists who study automated social media accounts on and the people who create those accounts are engaging in a “virtual arms race”\[6\]. The behavior of social-media bots changes almost as quickly as researchers learn how to detect them. Rather than focus on how the behavior of social-media bots changes over time, this research is concerned with how a poisoning attack may affect the models used to detect bots. According to Xiao et. al., a poisoning attack occurs when an attacker is able to manipulate the data used to train a model. If the training data representing bot accounts has been altered in some way, the accuracy of the resulting model in detecting bots may be reduced\[7\].

METHODOLOGY

This research uses the Cresci-2017 data-set, which consists of over 14,000 Twitter accounts labeled as ‘genuine’, ‘spam-bot’, ‘social-bot’, or ‘amplification-bot’\[8\]. This data is used to train several models for detecting each different kind of bot. In this research, several methods of poisoning the data are tested. This abstract will show the results of poisoning one model trained to detect spambots.

INITIAL ANALYSIS

Before poisoning a classifier model, however, the features in the data-set must be analyzed to determine which ones most influence the classifier result. The importance of the fea-
tures is calculated in two different ways. First, every feature is ranked in descending order of their Fisher score. The Fisher score results can be seen in Table 1.

Table 1. Fisher Score of Each Feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Fisher Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Created_at</td>
<td>0.69</td>
</tr>
<tr>
<td>Lang</td>
<td>0.42</td>
</tr>
<tr>
<td>Statuses_count</td>
<td>0.2</td>
</tr>
<tr>
<td>Favourites_count</td>
<td>0.16</td>
</tr>
<tr>
<td>Time_zone</td>
<td>0.14</td>
</tr>
<tr>
<td>Utc_offset</td>
<td>0.069</td>
</tr>
<tr>
<td>Geo_follow_protect_verify</td>
<td>0.058</td>
</tr>
<tr>
<td>Friends_count</td>
<td>0.0011</td>
</tr>
<tr>
<td>Listed_count</td>
<td>0.00035</td>
</tr>
<tr>
<td>Followers_count</td>
<td>0.000032</td>
</tr>
</tbody>
</table>

Next, the F1 Score of a model is calculated based on excluding every feature. Features that are associated with a lower F1 Score when excluded are considered more important. The results of this method can be seen in Table 2.

Table 2. Calculated F1 Score for Excluding Each Feature.

<table>
<thead>
<tr>
<th>Feature</th>
<th>F1 Score without</th>
</tr>
</thead>
<tbody>
<tr>
<td>favourites_count</td>
<td>0.8945241</td>
</tr>
<tr>
<td>Utc_offset</td>
<td>0.9224079</td>
</tr>
<tr>
<td>Statuses_count</td>
<td>0.9261423</td>
</tr>
<tr>
<td>friends_count</td>
<td>0.9352764</td>
</tr>
<tr>
<td>Followers_count</td>
<td>0.9357285</td>
</tr>
<tr>
<td>lang</td>
<td>0.9362008</td>
</tr>
<tr>
<td>Listed_count</td>
<td>0.9362119</td>
</tr>
<tr>
<td>Created_at</td>
<td>0.9365591</td>
</tr>
<tr>
<td>Geo_follow_protect_verify</td>
<td>0.9371561</td>
</tr>
<tr>
<td>Time_zone</td>
<td>0.9481067</td>
</tr>
</tbody>
</table>

After average ranked position of importance is taken for each feature in both tables. The features are listed in this order in Table 3. For example, followers_count is the tenth most important feature in Table 1, but the fifth most important feature in Table 2. Therefore, in Table 3 it is considered the eighth most important feature.

Table 3. Features in Descending Order of Importance.

<table>
<thead>
<tr>
<th>Feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>favourites_count</td>
</tr>
<tr>
<td>statuses_count</td>
</tr>
<tr>
<td>Lang</td>
</tr>
<tr>
<td>utc_offset</td>
</tr>
<tr>
<td>created_at</td>
</tr>
<tr>
<td>friends_count</td>
</tr>
<tr>
<td>time_zone</td>
</tr>
<tr>
<td>followers_count</td>
</tr>
<tr>
<td>Geo_follow_protect_verify</td>
</tr>
<tr>
<td>listed_count</td>
</tr>
</tbody>
</table>
POISONING METHODS
The first method of poisoning the data involves ‘flipping’ the labels of a random set of accounts in the data. For example, if an account is labeled as a ‘spambot’, its label is changed to ‘genuine’, and vice versa. The second method is altering the feature in the data that is most influential in determining the classifier outcome. Table 3 shows that the most important feature when classifying spam-bots is the favourites_count, or number of tweets an account likes. Twitter accounts that like a very low number of tweets tend to be spambots. Because of this, the poisoning attack focuses on incrementing the value of favourites_count.

The results of these two methods are measured by how much the accuracy is reduced and what percent of accounts are poisoned. For the second method, a third metric is taken of how much the favourites_count is incremented when poisoning the data.

PRELIMINARY RESULTS

Figure 1. Results of Random Label Flipping Attack on GLM-trained Model for Detecting Spambots.

Figure 1 shows the results of the Label Flipping method on model trained using linear regression to detect spambots. This graph straightforwardly illustrates that as a greater percent of accounts have their labels flipped from ‘spambot’ to ‘genuine’ or vice versa, the accuracy, recall, and precision go down more.

Figure 2. Accuracy of Poisoned Spambot GLM Classifier.
In Figure 2, a model for detecting spambot Twitter accounts has been attacked using the second poisoning method described in the methodology, where the favourites_count is incremented for a random set of Twitter accounts. This model is trained using linear regression. The accuracy of the model in detecting spambots is represented on the Y axis, with values ranging from 70 to 100%. The percent of accounts poisoned are represented on the X axis, ranging from poisoning 0% to 30% of all Twitter accounts. The value that favourites_count is incremented by for each poisoned account is represented on the Z axis, and ranges from 1 to 2500. The results show that there are diminishing returns in reducing the accuracy of the model.

Table 4. Local Minima for Accuracy in Figure 1.

<table>
<thead>
<tr>
<th>Favourites_count incremented by number between</th>
<th>Percent of rows poisoned</th>
<th>Accuracy (1st model)</th>
<th>Accuracy (2nd model)</th>
<th>Accuracy (3rd model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2400:2450</td>
<td>23%</td>
<td>81%</td>
<td>83%</td>
<td>84%</td>
</tr>
<tr>
<td>1050:1100</td>
<td>16%</td>
<td>81%</td>
<td>83%</td>
<td>83%</td>
</tr>
<tr>
<td>100:150</td>
<td>1%</td>
<td>72%</td>
<td>89%</td>
<td>89%</td>
</tr>
</tbody>
</table>

Table 4 shows three local minima for the results in Figure 2. The accuracy is reduced to 81% if 23% of all rows in the data-set are poisoned and the favourites_count is incremented by a number between 2400 and 2450. The accuracy is also reduced to 81% if 16% of all rows are poisoned and the favourites_count is incremented by a number between 1050 and 1100. Interestingly, incrementing the favourites_count by a number between 100 and 150 for only 1% of the rows reduces the accuracy to 72%. To determine if these results are consistent if different sets of rows are poisoned, two new models are generated based on a different random set of rows. The new results are consistent with the first two minima, but not with the third. This does show, however, that there is an optimal set of data-points that, if altered only a little, can drastically reduce the model’s accuracy in detecting spambots.

**SUMMARY**

These initial results seem to show that models for detecting Twitter bots are vulnerable to poisoning attacks. However, the scope is limited to a specific model trained to detect a specific kind of bot. These methods must be repeated on several different models before a firm conclusion can be drawn. After analyzing the overall results, we can determine which attack method is more optimal and figure out how to implement it in real life. These analyses are covered more in-depth in the master’s thesis of the same title which this abstract is based on. Hopefully the results of this study will help scientists mitigate the issue of online bots and help people deal with the many social issues that are prevalent in today’s online communities.
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ABSTRACT
The focus for this paper was researching RISC-V ISS and compiler behavior to make it viable for use with cryptographic algorithms. A customized version of a well-known cryptography algorithm AES was produced to be compatible with RISC-V. Compilation of the algorithm showed it to be inefficient and insecure when built for RISC-V. The next steps for this project will be to test the algorithm on the ISS ensuring that it works as expected and researching how to improve its security and efficiency. This paper aims to show that just because something is secure in software it does not imply that it will be secure when compiled to run on hardware.

DEFINITIONS
ISA Instruction Set Architecture – Functional Computer Design.
ISS Instruction Set Simulation – Simulation of ISA
RISC-V Processor Name – Reduced Instruction Set Computer
ARM Processor Name – Advanced RISC Machine
AES Cryptography Algorithm – Advanced Encryption Standard
RSA Cryptography Algorithm – Rivest-Shamir-Adleman
PGP Cryptography Algorithm – Pretty Good Privacy
GNU Compiler Toolchain – GNU’s Not Unix
SIMD ARM Extension – Single Instruction Multiple Data
Galois Field A matrix used for calculating mixing of bytes for AES
S Box A matrix used for calculating substitution of bytes for AES
C++ A programming language used to create software
Assembly Programming language used to run software on ISS/hardware
Library Adds additional functionality to a programming language
Crypto++ A C++ library providing support algorithms including AES and RSA
Vectorization Turing concurrent events into events that run in parallel
Compiler Converts a programming language into software
Toolchain Includes tools for creating compatible software such as compilers

1. INTRODUCTION
1.1 SCOPE
This paper investigates how the RISC-V compiler responds to constructing cryptographic algorithms in C++. The paper shows how the RISC-V Toolchain was acquired along with how the algorithms used for testing were created. The paper also will look at some prelimi-
nary findings about how the RISC-V compiler responds to AES encryption and decryption algorithms and what this could mean for the RISC-V ISS and hardware implementations. Potential improvements that could be made to the RISC-V will also be explored.

1.2 PROJECT BACKGROUND
1.2.1 WHAT IS RISC-V
RISC V is an ISA, which is a design for how a processor operates on a functional level. This means that exact circuitry is not specified, but does reflect traits about the resulting hardware such as available operations that can be performed and memory structures[4],[5]. An ISS is a simulation of an ISA, in the case of this paper the ISS will be written in C++.

1.2.2 WHY RISC-V A GOOD CANDIDATE FOR THIS ANALYSIS
Currently RISC-V does not have a standard cryptography extension according to its ISA unlike ARM[3–5]. This means that there should be security flaws present which can be explored. It is ideal to work with RISC-V as it was designed to be easily extendible and simple to learn[6].

1.2.3 AES ALGORITHM
AES uses several rounds of encryption to obscure data. Each round uses a key which is derived from an initial key. The data is broken up into manageable chunks. Each round the data chunks are operated on using a combination of XORing, Substitution, Cycling and modular operations. AES is a symmetric key algorithm[2].

1.2.4 FUTURE ALGORITHMS
Compatible implementations of RSA and PGP are planned to be made later on in this project along with respective analysis of these additional algorithms[1],[11].

2. METHOD
2.1 ACQUIRING RISC V TOOLCHAIN
The RISC-V Toolchain was acquired by cloning the RISC-V Toolchain Repository[6]. This can be seen in figure 2.0.

```
git clone --recursive https://github.com/riscv/riscv-gnu-toolchain
```

Figure 2.0. Cloning RISC V Toolchain Repository

The toolchain was then configured and built using the pre-existing make file included in the repository[6]. Configuration is seen in figure 2.1.

```
./configure --prefix=/opt/riscv
make
```

Figure 2.1. Configure and Build Toolchain

2.2 CREATION OF CRYPTOGRAPHY ALGORITHMS
RISC-V GNU toolchain was found to be incompatible with existing cryptography libraries like Crypto++ so a customized version of AES was developed in C++[10]. This version of AES used only standard C++ libraries and functionality to ensure its compatibility with RISC-V.

2.3 RISC-V – GNU TOOLCHAIN ASSEMBLY CREATION
The RISC-V Toolchain includes tools for building C/C++ code into RISC-V assembly language and executables which will run on the RISC V ISS and hardware implementations. The Toolchain is also able to print out the assembly language and source code into human readable text as seen in figure 2.2. This text was used for compiler and ISS analysis.
3. PELIMINARY RESULTS

Upon observing the human readable text output for the customized AES algorithm, it can be seen that there is a lot of loading a storing occurring. This is seen in figure 3.0. In particular many constant components in the system such as Galois fields and S boxes are being setup in memory when they could just be hardwired in the system. The assembly code for each of the steps in the algorithm are broken down into the basic instructions available in RISC-V like add, multiply, load and store\[4\]. Data and instruction composition are exposed throughout the setup, encryption and decryption steps of the AES algorithm.

4. ANALYSIS

Despite the algorithm in C++ being designed to hide information and secure it through the use of symmetric keys, it can be seen in figure 3.0 that all code is broken down into a form where data flow and algorithm structure are visible. The RISC-V compiler has responded by building up the algorithm using instructions available from RISC-V. With no specialized cryptography instructions in the RISC-V ISA the compiler has no choice but to use many standard instructions rather than a few specialized ones. The increased amount of instructions should result in more clock cycles which would result in a longer time to run the algorithm\[14\]. The visibility of data flow and instruction decomposition would make this system leak out sensitive information about how the algorithms are operating. Resulting hardware based off the ISA using the AES algorithm would be vulnerable to side channel attacks as they could use this leaked information to either break the cipher or access the data directly\[7–9\].

Based on what ARM has currently done with its cryptography extensions it can be seen that they use a single instruction for encryption and decryption for AES specifically (AESE and AESD). They also have specific instructions for some of the modular operations like mixing (AESMC and AESIMC) \[13\]. ARM also uses SIMD also known as vector instructions\[12\]. Following in the footsteps of ARM new specialized instructions should be made to make RISC-V more compatible with AES minimizing the amount of instructions required. However, these new instructions should also aim to hide as much information about the data and internal subsystems as possible.

At the moment the biggest challenges that face this project are making sense of the assembly and source code and how to test the AES algorithm on the RISC-V ISS. Only an initial look at the human readable output has been done. It is very possible that not all parts of the assembly and source code will be able to be understood and it is almost certain that there will be challenges in being able to get the compiled AES algorithm to run and be tested on the RISC-V ISS.
5. CONCLUSION

To conclude, when a system designed for security purposes relies on secure software and neglects to design secure hardware it is opening itself up to security risks. Seeing how a secure software algorithm is compiled when on an insecure hardware system clearly shows where security risks lie. For the next part of this project it will be investigated what can be done to improve the security and performance of the RISC-V ISA and in turn hardware implementations of it.

Keywords: Hardware, Security, RISC V, Cryptography, AES, ISA, Compiler, Encryption.
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1. INTRODUCTION

The controller area network (CAN) serial communications protocol has been widely used in the automotive industry for almost three decades. Within automotive vehicles, the CAN bus standard facilitates communication between all the electronic control units (ECUs) that manage a vehicle’s many functions. Access to the CAN by an adversary’s unauthenticated device allows it to listen, broadcast and intercept communications.

Through message manipulation and injection, subtle and deceptive attacks capable of physical, social and financial damage can be developed to highlight the vulnerabilities of the CAN protocol. The victim’s dashboard could suggest that the vehicle requires servicing, is malfunctioning, or is travelling at a higher speed than displayed. This research will aim to develop and analyse these subtle and long-term attacks, rather than overtly disabling the engine or brakes.

The attack architectures that will be considered are man-on-the-side (MOTS) and man-in-the-middle (MITM), where the attacking device is physically connected to the CAN bus. The MOTS architecture attaches the attacker’s device to the CAN bus directly to read and insert new messages on the network (see Figure 1). In MITM, the attacking device is inserted between an existing ECU and the CAN bus, allowing it to listen, broadcast and intercept messages (see Figure 2).

![Figure 1. Man-on-the-side attack architecture](image1)

![Figure 2. Man-in-the-middle attack architecture](image2)
The research presented in this paper will evaluate the effectiveness of subtle attacks as an undocumented cybersecurity threat for automotive CAN systems. These attacks will be developed in both MOTS and MITM architectures in a vehicle testbed environment. The research intends to highlight new threat scenarios and foster the development of new system solutions for automotive cybersecurity.

2. RESEARCH QUESTIONS

• What are the benefits and limitations of a testbed environment for research in automotive security?
• How can the vulnerabilities of the CAN bus protocol be exploited in a testbed environment to perform targeted and deceptive attacks?
• What are the advantages and disadvantages of MOTS compared to MITM attack architectures?

3. ABBREVIATIONS AND DEFINITIONS

• CAN Controller Area Network
• ECU Electronic Control Unit
• MITM Man-in-the-Middle
• MOTS Man-on-the-Side
• OBD On Board Diagnostics

4. RELATED WORK AND MOTIVATION

The exploitation of CAN vulnerabilities is a well-researched field. Articles [1, 2] illustrate the ability to control the dashboard, engine and other systems in a MOTS architecture via the OBD-II port of a working vehicle. Some MOTS attacks can remotely access the CAN bus through Bluetooth and cellular radio [3]. Article [4] analysed the remote attack surface of a 2014 Jeep Cherokee, which demonstrated remote engine and brake control of the vehicle. This was possible due to a vulnerability that allowed malicious messages to be injected onto the vehicle’s CAN.

Encryption and authentication protocols that would invalidate MOTS attacks and address the security flaws of existing vehicle CAN networks have been researched in the past [5, 6]. These protocols, however, impact the timing and safety robustness of the CAN standard and are not widely adopted by vehicle manufacturers [7].

The MITM architecture was discussed in article [8], where a security auditing platform for OBD-II devices was created. Using its capability of blocking, forwarding and modifying CAN messages in real-time, the platform could be tested in an adversarial MITM attack between an ECU and the CAN bus.

Previous research has not sufficiently evaluated the impact of deceptive, targeted and subtle attacks on the vehicular CAN bus networks. This paper will address these concerns through threat modelling of both MOTS and MITM architectures in a testbed environment.

5. OBJECTIVES

The research aims to:

• Discover and exploit CAN vulnerabilities to create attacks that are subtle and deceptive
• Demonstrate and evaluate the attacks’ abilities to deceive or financially burden the victim
• Implement these MITM and MOTS attack architectures on the testbed
• Evaluate the vulnerabilities, threat scenarios and defence mechanisms
• Highlight the usefulness of the testbed environment in developing CAN bus attacks

The extended objectives are to:

• Create an attack framework for the implementation of the research on other vehicle models and manufacturers
• Weaponise the attack in a small standalone hardware form factor
6. **METHOD**
The research objectives will be achieved through the following method.

1. Identify the CAN message IDs associated with a vehicle dashboard function by reverse engineering the CAN bus message dumps collected from real-world data.
2. Create a systematic set of experiments to determine effective use of the CAN message in a deceptive attack.
3. Implement and demonstrate the attack in MOTS and MITM architectures in the testbed environment.
4. Create a device capable of executing all of the attacks by connecting:
   a. To the OBD-II port for the MOTS architecture
   b. Between the dashboard and wiring loom for MITM architecture

7. **CURRENT AND EXPECTED RESULTS**
The testbed used in this research was created by former honours students of the University of Adelaide in 2018 and consists of four main ECUs and a dashboard from a 2016 Mazda2 [9]. By playing back real CAN data onto the testbed, gathered from logging CAN communications while driving, the CAN message ID that related to the dashboard’s odometer reading was identified. This is an undocumented finding that was used to develop a targeted MOTS attack by increasing the odometer.

To develop a MITM attack, the real-time message handling architecture presented in [8] shall be used. The aim will be to incorporate speedometer and dashboard indicator attacks in both architectures and develop frameworks for attacking vehicles of other manufacturers. The results will be verified in a more realistic environment using two devices: one to transmit simulated driving messages and the other to read and send malicious messages. A potential complication is how the simulated driving messages will be competing on the CAN bus with the malicious injected messages.

**Keywords:** Automotive, CAN, Communications, Network, Testbed, Man-in-the-middle, Man-on-the-side, Deception
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Within an increasingly globalized and distributed economy, we often find ourselves in need of performing cross-border payments. The requirements of modern trade mean that cross border payments need to be efficient, affordable, dependable, secure and traceable.

For as long as banking has been conceived, banks have been acting as a trusted third party through which cross border payments are settled. The current infrastructure underlying current inter-bank cross border payments has long been criticized for being slow, expensive and intractable, and banks have been criticized as the bottleneck within the system. Given its very nature, cross border payments can go over multiple intermediaries before reaching the end beneficiary. Furthermore, this space is heavily regulated and backed by a closed infrastructure. Therefore, the cross-border payment ecosystem is expensive, slow, lacks traceability and real time visibility, is prone to inconsistencies and is characterized by a non-fixation of exchange rate until arrival of funds. The primary infrastructure for settling today’s cross border payment is the SWIFT banking network.

While many practitioners have long tried to disintermediate banks and perform Peer2Peer distributed payments, the technology to achieve it was simply not available. That is until recently, when Blockchain was invented. Blockchain has finally given us the long sought-after technology to perform distributed Peer2Peer digital transactions that do not require trusted third parties. Its advent has fundamentally disrupted the foreign exchange ecosystem, as it can allow the disintermediation of traditional financial institutions, as well as provide faster more traceable transactions. Blockchain has been disruptive to the cross-border payment ecosystem, to the point that it has generated a response from virtually everyone in the industry.

In fact, as a response to such a radical technology, one can witness two parallel developments: On one hand, an overwhelming number of Blockchain-based systems offered by different vendors such as Bitcoin, Litecoin and Ripple. On the other hand, banking consortiums improving their traditional Swift infrastructure without the decentralized technology. The most noteworthy project in this space is Swift GPI.

As any radical innovation, there is a lot of hype surrounding Blockchain technology for cross border payment. Different reports and white papers claim the supremacy of different Blockchain solutions. And as a whole, Blockchain is also claiming supremacy over improved traditional cross-border payment infrastructures. Furthermore, many of these performance claims were made as part of a prototype version of the product, which has not stood the time of test and real world at the time of claim making. Finally, the metrics of evaluating different solutions are numerous, such as fees, speed, privacy and traceability, are not always referred to and measured within different studies. However, currently,

---

1 Please note that this abstract has not gone through the double-blind peer review.
several of the above discussed infrastructure have advanced from a prototype stage to a production stage and have been deployed long enough for us to be able to objectively capture their performance.

Today’s cross-border payment space is cumbersome and hyped, with each technology being praised as the ultimate by its proponents. What further complicates this space is the many metrics across which solutions can be compared, e.g.: speed, integrity, confidentiality, fees, traceability, visibility, and integration.

This paper aims to perform a quantitative comparative study between different deployed Blockchain-Based cross-border payment solutions (Bitcoin, Litecoin, Ripple), SWIFT and SWIFT GPI. The comparison will be performed across different performance metrics such as: speed, cost, fees, traceability, visibility and security.

• RESEARCH QUESTIONS
RQ. How do Blockchain based cross-border payment solutions (Bitcoin, Litecoin, Ripple) perform against traditional Swift infrastructure and SWIFT GPI?

This research question is a composed one. This is why it needs to be subdivide. In fact, the supremacy of different cross-border payment solutions can de dependent on the performance metrics. Hence, the two sub-research questions which need to be considered are:

• SRQ1. What are the relevant cross-border payment performance metrics that are most relevant to the end-consumers?

• SRQ2. How do Blockchain based cross-border payment solutions (Bitcoin, Litecoin, Ripple) perform against traditional Swift infrastructure and SWIFT GPI, the improved traditional Swift infrastructure, across the different identified metrics?

• METHODOLOGY AND DATA
This paper will follow a quantitative comparative methodology and will follow a multi-phase approach:

Phase 1-Defining the metrics: to answer the first research question, primary research will be conducted in the form on interviews and surveys with different financial service providers (e.g. Banks) to define the metrics that can be used as a base comparison for the different cross border payment solutions.

Phase 2-Data collection: The initial litterateur review conducted reveals that datasets about traditional based cross-border payments is publicly available. We also would like to use data from Norwegian banks that are using traditional SWIFT infrastructure: SpareBanken Møre, and Sparebanken 1 for relevancy and DNB which has improved it traditional infrastructure to SWIFT GPI.

Blockchain performance data will be collected from systems, which are in production and can be readily used. Data will be processed with a python-based framework and analyzed using a time series method to achieve a complete comparison.

Keywords: Blockchain Technology, Cross-Border Payment, Fintech
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INTRODUCTION TO DIGITAL EVIDENCE

Electronic evidence is electronic data that “has the potential to make the factual account of either party more probable or less probable than it would be without the evidence”[1]. This data can be stored and/or manipulated on a computer system or electronic device or transmitted by a communications system. Looking at digital forensic evidence, we restrict ourselves to looking at digital (binary) data that is collected at a crime scene, analysed and presented in court. It comes in a number of different forms such as CCTV video, crime scene photography, phone call logs and seized equipment such as computers and hard drives. Like physical evidence, it is collected at a crime scene, transported to a lab where it is stored and then processed. Throughout this process, the chain of evidence needs to be preserved, which means keeping a strong record of who was in possession of the evidence and ensuring that it hasn’t been maliciously tampered with. In the context of physical evidence there are procedures to ensure the chain of evidence is preserved[2][3]. These rely heavily on physical access control systems and paper audit records.

Once digital evidence is at the lab, it can be protected with traditional security methods such as physical access control. However, transporting evidence in the form of digital data requires the use of a physical device such as SD cards and USB drives. The data is transferred to the device at the crime scene and then transported to a lab where it is transferred again to a data storage system. This process can make preserving the chain of evidence difficult.

There are very few standards and guidelines in this area. The Scientific Working Group on Digital Evidence Framework[4] simply requires that procedures be established for the handling of evidence. While access controls and logs are required, little detail is given on how this would be achieved or what security it would provide.

ISO/IEC 17025[5] defines the legal requirements for digital forensic labs in the UK. However there is some doubt over how well this standard applies to digital forensic procedures with many experts in the field suggesting that it is not relevant[6].

The Australia and New Zealand Guidelines for Digital Imaging Processes[7] describe the procedures used for digital forensic photography. Whilst some technological security measures are used such as write-once memory, it still relies heavily on a paper audit record of who did what with the evidence.

REQUIREMENTS FOR A DIGITAL EVIDENCE CONTAINER

There is a need for a ‘secure’ digital evidence container/device which can be used to collect and transport digital evidence from the crime scene. By investigating existing procedures for physical evidence[2], these requirements for a digital evidence device were formed:

- Tamper evident. Any attempt to alter or erase the data on the device would be detectable.
- Un-forgable. Any attempt to swap out the device for a fake one should be detectable.
• Clean. Before digital evidence is loaded onto the device, it needs to be clean and not contaminated with any digital data from a previous use.
• Offline. During evidence collection and transport, there may not be any network connection available.

**OBJECTIVES IN INFORMATION SECURITY**

We then looked at existing technology used in information security, which revealed many commonalities between the aims and requirements for both digital forensics and information security. The *Handbook of applied cryptography*\(^8\) defines four core objectives of information security:

• Confidentiality. Ensuring the data is only available to those that are authorised to have it.
• Data integrity. Ensuring the data hasn’t been altered or deleted.
• Authentication. Ensuring that an entity is who they claim to be and ensuring that a claimed data source is correct.
• Non-repudiation. Preventing an entity from denying a previous action or commitment.

The main objective when dealing with digital evidence is preserving data integrity. However authentication and non-repudiation are also important.

**TECHNOLOGY IN INFORMATION SECURITY**

Many technologies and methods have been designed to address these aims of information security. By reviewing the field, we have categorised existing technologies into four distinct concepts that underpin how security is achieved.

**CRYPTOGRAPHY**

While initially aimed at the confidentiality problem, cryptography can be used to address all four objectives\(^8\). Cryptography relies on a secret key being kept secret from any possible attacker. It is also important to ensure that the secret key cannot feasibly be guessed by an attacker trying all possible keys. The encryption and decryption processes are carried out using special mathematical algorithms such as AES, RSA and Elliptic Curve. These algorithms are designed such that the cipher-text cannot be decrypted without knowledge of the key. Cryptography technology has been used in computing and internet applications for several decades. Some well-known uses include SSL/TLS, PGP email and digital signatures.

As a result of this widespread use, a large amount of research work has been carried out on finding weaknesses and improving the overall security of cryptography systems.

**WIDELY WITNESSED**

This idea relies on a relatively simple concept: once something has been witnessed by a sufficiently large number of people, it is impossible to change it without someone noticing the change. Implementing this concept on a large scale in information security has only been realized fairly recently with the invention of blockchain\(^9\). A ‘block’ (containing the data to be protected) is created and shared with many other nodes in the network who each witness the new block (and if valid, accept it into the blockchain)\(^10\). If someone tries to tamper with a block, or if multiple competing blocks are created, the nodes will together reach a consensus on which block is the true and correct one. This is done using a consensus protocol, such as Proof of Work, which is designed to make creating false blocks very expensive. However for this process to work there needs to be a network connection to communicate with other nodes, which means blockchain can’t be used for offline applications. Blockchain is mainly aimed at protecting data integrity however it also has uses in non-repudiation applications.

**HARDWARE/PHYSICAL SECURITY**

It is possible to design electronic hardware that is resistant to malicious attackers. Depending on the aim and application, there are many different designs and methods used. The simplest example of this is write-once memory, which by design makes tampering with the data difficult. There are a range of products sold as “Hardware Security Modules” that are designed to securely store cryptographic keys and carry out cryptographic functions in a tamper-proof environment\(^13\).
MANUFACTURING VARIANCES/DEFECTS
When electronic components are manufactured, there are tolerances in the specifications that the component must meet. As a result there are small variations between each component manufactured and these can be a source of useful information for security purposes (in particular, forensic purposes). This concept is most useful in chips with millions of components such as digital camera image sensors. By measuring these manufacturing variations it is possible to create a unique “digital fingerprint” for the device[12]. This concept can be particularly useful for protecting against forged devices since it allows a method to uniquely identify every device manufactured. It is also possible to design chips to exploit these manufacturing variations to create random numbers and random functions such as the concepts used by Physical Uncloneable Functions[13].

CONCLUSION
For many decades, information security has relied of cryptography alone and there are countless examples where this has failed. In recent years the use of widely witnessed technology (in particular blockchain) in conjunction with cryptography has become very widespread and as a result, security has been substantially improved. Hardware security concepts have been used in many specific applications (usually in conjunction with cryptography). Exploiting manufacturing variations however is still a relatively new area and while a reasonable amount of research has been done, there is not a lot of commercial use outside of specialized forensic applications. It appears that the best security is achieved when ideas from several of the four concepts discussed above are combined together.

Keywords: Information Security, Digital Forensics, Digital Evidence
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1 INTRODUCTION

Digital forensics has been defined by the Australian Federal Police as "obtaining, analysing and presenting on data recovered from computers, electronic devices and other digital sources." However, in the context of this paper, we will simply be looking at obtaining crime scene data using digital devices and methods, not the recovery of digital data.

With the advancement of technology, collecting and visualising physical evidence is inhibited by the limitations of traditional evidence collection, for example: photographs, casting footprints using plaster, and performing physical autopsies. Newer cutting-edge technology allows for 3D models to be generated by capturing real world scenes can provide a more convenient method of collecting, and analysing 3D evidence. This can be done through 3D scanning shoe prints, crime scenes, and performing virtual autopsies, leading to more convenient and cost-effective evidence collection. In this paper, we introduce and evaluate 3D imaging technology such as photogrammetry, and laser scanning against traditional methodologies which are used in crime scene evidence collection. We expect, that although photogrammetry encounters limitations that 3D laser scanning doesn’t, it still has its place as a lower cost method of visualising and measuring physical evidence.

2 MATERIALS AND METHODS

2.1 GROUND TRUTH

The ground truth used in these scans are simple objects with known sizes that are placed in the scanning scene to use as a scaling reference for measuring shoe prints. Figure 1 is a prototype ground truth object that can be scaled accordingly and printed off using a 3D printer. The prototype aims to encode the known size as a part of the structural data, rather than reading off a measuring tape or ruler which is encoded in the texture data.

Figure 1. ground truth object with known sizes
2.2 MEASUREMENT TECHNIQUE
There are two major measurement techniques this paper will address. The first is a distance scaling method, where a ground truth object, or a measuring tape will be placed in the scene in order to calibrate measurements. The second is to indirectly measure objects through determining invariant features such as ratios between each dimensional length.

2.3 SHOE AND FOOTPRINT IMPRESSIONS
Shoe print impressions require a surface capable of holding impression; either sand, soil, or snow and anything else that can leave an imprint. Taking a cast of the footprint may introduces foreign material into the scene and is a time-consuming process[2]. 3D scanning and imaging is a means to reconstruct the scene without disturbing the evidence.

3 THE TECHNOLOGY BEHIND 3D SCANNING AND IMAGING
3.1 3D SCANNING AND IMAGING
General 3D imaging data is referred to in literature as a point cloud and is made of 4 components $P_i = (x_i, y_i, z_i, f_i)$ where $P_i$ represents the point cloud, $(x_i, y_i, z_i)$ represents where a particular point is in 3D space, and $f_i$ represents a value at this point, which could be its translucency, or reflectivity.

3.2 PHOTOGRAMMETRY
Photogrammetry is a low cost, highly computationally expensive technique for creating a 3D model. This method of creating 3D models uses a series of photos to generate a point cloud of which can be texturised and then parsed into a 3D model using software. The model can be rendered on programs on 3D computer graphics software such as Blender, a free and open source 3D creation suite[4]. Figure 2 shows a high-level overview of how photogrammetry works by generating a point cloud[5].

Figure 2. How Photogrammetry Works[6]

Videogrammetry uses the same concepts as photogrammetry, but uses frames of a video to construct an image set parsed to a standard photogrammetry pipeline. To facilitate the slicing of frames, software such as ffmpeg can be used[7]. The ffmpeg command is as follows:

```
ffmpeg -i ./vid_in.mp4 -vf fps=2 ./frames_out/frame%04d.jpg -hide_banner
```

Burst shots can also be used to capture the scene at a seemingly faster rate, however, this can very easily blur the photos taken, prolonging the processing stage due to invalid images.
3.3 Obtaining the 3D Model

3D models have file extensions such as obj, stl, and ply amongst others and contain point clouds and meshes. A model of a box generated using photogrammetry with an image set of 112 images is depicted in Figure 3 using Meshroom, a photogrammetry pipeline frontend to the AliceVision framework\(^8\). Other commercial or educational methods of capturing 3D Models include Scandy Pro\(^9\) used on the iPhone XR, and dotproduct3d scan\(^10\) for the Intel Real Sense D435i depth camera.

4 Preliminary Results

Tables 1 and 2 both refer data obtained from the 3D model shown in Figure 3. Examining Table 1 we find that the squared difference between the real measurements and the virtual measurements are in the order of negative 6 while the difference in ratios are in the order of negative 3.

<table>
<thead>
<tr>
<th>coordinates</th>
<th>BU</th>
<th>(m)</th>
<th>(cm)</th>
<th>Real (cm)</th>
<th>squared difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>0.858811</td>
<td>0.1265615</td>
<td>12.65615</td>
<td>12.5</td>
<td>2.44E-06</td>
</tr>
<tr>
<td>y</td>
<td>0.872784</td>
<td>0.1286207</td>
<td>12.86207</td>
<td>12.5</td>
<td>1.31E-07</td>
</tr>
<tr>
<td>z</td>
<td>0.699446</td>
<td>0.1030762</td>
<td>10.30762</td>
<td>10.5</td>
<td>3.70E-06</td>
</tr>
</tbody>
</table>

Table 1. Distance Scaling Method

<table>
<thead>
<tr>
<th>ratio labels</th>
<th>virtual</th>
<th>real</th>
<th>squared difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>x/y</td>
<td>0.983990311</td>
<td>1</td>
<td>0.00025631</td>
</tr>
<tr>
<td>x/z</td>
<td>1.227844608</td>
<td>1.19047619</td>
<td>0.001396399</td>
</tr>
<tr>
<td>y/z</td>
<td>1.247821848</td>
<td>1.19047619</td>
<td>0.003288524</td>
</tr>
</tbody>
</table>

Table 2. Preservation of Ratios

Measurements made in a virtual environment i.e. Blender’s internal measurements (abbreviated as BU in Table 1) are not accurate to the real world due to calibration issues. However, we have found that ratios determined in a virtual environment are preserved well compared to the physical environment. As long as our scanning method can be written to disk as one of these 3D model files, the measurements can be done.

5 Discussion

The techniques in the above subsections are to be applied to forensic objects and scenes of interest such as shoe prints, blood patterns, and bones. Figure 3 is the textured mesh of a box while Figure 4 shows a point cloud representation of a shoe print on kinetic sand. Assuming that we have ground truth objects ready at our disposal, performing the act of taking photos for photogrammetry or using a scanning camera that is already on your person will only take a few seconds for each shoe print compared to creating a casting mixture and applying it to a shoe print.
Issues arose with the photogrammetry software Meshroom due to the fact that there is no verification of the dataset before performing the scan. Often there would be issues with the dataset where local cameras aren’t able to be found and the entire process would be aborted leaving with the experiment without a usable 3D model. Whenever this happens, the entire process would have to be repeated with a new image set or to cut out problem images. Ways to mitigate this risk for easier capture of forensic scenes and objects is to have a method of verify whether the data is usable or not during time of capture. This is seen in the Scandy Pro software capture run on the iPhone XR of which the system would stop capture if object tracking is failed.

6 CONCLUSION

As the squared difference in both Tables 1 and 2 is significantly small (in the order of at least 10^{-3}), it is reasonable to consider that these methods could be applied to more forensic purposes. These results are preliminary and consist of only one data point under a very controlled environment, but we expect that these methods can be extended into work on shoe prints, blood patterns, and bones. Although preliminary, these methods shall be repeated in order to obtain a statistically sound result and compared against different scanning methods such as photogrammetry, laser scanning, stereoscopic cameras, and structured light systems.

Figure 4. iPhone XR 3D scan using Scandy Software: Point cloud representation as rendered in MeshLab.
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INTRODUCTION
As technology advances, there is an increasing amount of electronic evidence[1]. iPhones and Apple Watches have in-built technology that record the user’s fitness data[2] such as step-counts, which can then be read in the Apple Health app. This research aims to determine if step count data obtained from iPhones and Apple Watches can be utilised to create a user template such that it can be used to identify abnormal behaviours and patterns for use in a Digital Investigation. Similar data is utilised to established if two sets of step-count data are correlated with one another. For the purpose of this research, the step-counts are the primary focus.

BACKGROUND
In[3] health data had been extracted from fitness devices. The aim was to estimate the time of death of a victim in a criminal investigation, as well as using the captured health data as a forensic tool for other purposes[3]. Of particular importance is the data extraction method used for Apple products, which is used in this research. The method details the use of the iPhone Health app and how to export it for use on a computer[3].

The health app on the iPhone can be used to read the steps measured by the in-built pedometer[2]. Additionally, an Apple watch can be paired with the iPhone and the data measured by the watch can also be viewed on the Health app[2]. There are quite a few investigations out there that compare the accuracy of the step count from one smartwatch to the next[4][5], but none that compare the accuracy of the watch to the paired iPhone.

The Health app is available on all Apple devices[2], and data measured by your device is automatically added to the app[3]. In the app, you can see logs of all your activities such as step-counts, heart rate and other metrics[2][3]. The information found in the app is backed-up in iCloud and iTunes and is encrypted[2]. This information can be exported in multiple ways: through the Health app (this research’s method), through the iCloud or iTunes backup or through chip-off[3]. The different methods require knowledge of the user’s phone password, or their Apple ID[3].

The data in question is from two subjects using both iPhone and Apple Watch. Subject 1 has supplied data going back to the 19th April 2017 while subject 2 has supplied data for the period of the 26th to the 28th of December 2018. Both devices are capable of measuring step-counts, distance and flights of stairs climbed. However, the watch has a much larger range of measurement tools and can also measure quantities such as active energy, basal energy and pulse rate.

METHODOLOGY
The health data records were exported from the app as a xml file, converted into csv files through[6] that contain the different measurements from the device. The step-count csv file was then imported into Matlab for analysis.
The step-counts for both users, on both devices for the period between the 26th and 28th of December 2018 were accumulated over 24-hour periods. The results are displayed as plots of the distribution of the accumulation of steps as well as the Kullback-Leibler distance\(^7\), which is defined as:

\[
\sum p \log \frac{p}{q}
\]

Where p and q are the points being measured.

It is assumed that there are uniformly distributed and accurate timestamps for each step-count period with both devices.

**A DISCUSSION OF RESULTS**

Figure 1. Accumulation of steps comparison

Figure 1 above shows the plots of the accumulation of steps over the day. The left-hand side shows Subject 1’s steps, plotting the accumulation of steps between iPhone and Watch, and the right-hand side does the same for Subject 2’s data. Although the total steps end up being slightly different, it can be noted that the shapes of the accumulation between Watch and iPhone are very similar. It is also noticeable that the shapes of the accumulation between Subject 1 and Subject 2 on respective days are also similar. For further analysis, let’s consider Subject 1 and Subject 2’s steps for the 27th, shown below as an example.

Figure 2. Comparison of users on the 27th
On the 27th December 2018, the accumulation of steps for both users have an extremely similar shape, despite differing steps counts over the day. The differing step counts are due to people having different paces and stride lengths. The similar shape and vertical displacement between both user’s steps indicate that these two people were walking together or happened to be walking in the same direction at the same time for most of the day.

Next, the step-counts are compared using the Kullback-Leibler distance. With the distance measurement, a result of 0 indicates the lowest distance between itself, and a large numerical value indicates extremely large distance. As particular examples, we consider the distance matrix for Subject 1’s data between iPhone and Watch, and the distance matrix comparing iPhone step-counts between Subject 2 and Subject 1.

<table>
<thead>
<tr>
<th></th>
<th>26th iPhone</th>
<th>26th Watch</th>
<th>27th iPhone</th>
<th>27th Watch</th>
<th>28th iPhone</th>
<th>28th Watch</th>
</tr>
</thead>
<tbody>
<tr>
<td>26th iPhone</td>
<td>0.00</td>
<td>5.51</td>
<td>13.53</td>
<td>3.67</td>
<td>16.26</td>
<td>14.64</td>
</tr>
<tr>
<td>26th Watch</td>
<td>3.92</td>
<td>0.00</td>
<td>14.04</td>
<td>14.54</td>
<td>16.05</td>
<td>15.16</td>
</tr>
<tr>
<td>27th iPhone</td>
<td>12.44</td>
<td>13.11</td>
<td>0.00</td>
<td>5.03</td>
<td>13.31</td>
<td>13.59</td>
</tr>
<tr>
<td>27th Watch</td>
<td>11.82</td>
<td>13.15</td>
<td>2.74</td>
<td>0.00</td>
<td>14.10</td>
<td>13.69</td>
</tr>
<tr>
<td>28th iPhone</td>
<td>17.25</td>
<td>16.46</td>
<td>11.59</td>
<td>15.08</td>
<td>0.00</td>
<td>6.22</td>
</tr>
<tr>
<td>28th Watch</td>
<td>16.67</td>
<td>16.31</td>
<td>12.51</td>
<td>15.45</td>
<td>4.65</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 3. Distance of Subject 1’s step-counts

<table>
<thead>
<tr>
<th></th>
<th>Subject 2 26th</th>
<th>Subject 1 26th</th>
<th>Subject 2 27th</th>
<th>Subject 1 27th</th>
<th>Subject 2 28th</th>
<th>Subject 1 28th</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 2 26th</td>
<td>0.00</td>
<td>1.69</td>
<td>14.09</td>
<td>12.83</td>
<td>17.53</td>
<td>16.06</td>
</tr>
<tr>
<td>Subject 1 26th</td>
<td>5.25</td>
<td>0.00</td>
<td>14.21</td>
<td>13.53</td>
<td>17.34</td>
<td>16.25</td>
</tr>
<tr>
<td>Subject 2 27th</td>
<td>13.09</td>
<td>11.76</td>
<td>0.00</td>
<td>1.87</td>
<td>14.77</td>
<td>13.78</td>
</tr>
<tr>
<td>Subject 1 27th</td>
<td>13.03</td>
<td>12.43</td>
<td>2.36</td>
<td>0.00</td>
<td>14.10</td>
<td>13.30</td>
</tr>
<tr>
<td>Subject 2 28th</td>
<td>17.31</td>
<td>17.31</td>
<td>12.56</td>
<td>11.60</td>
<td>0.00</td>
<td>3.42</td>
</tr>
<tr>
<td>Subject 1 28th</td>
<td>17.30</td>
<td>17.25</td>
<td>12.34</td>
<td>11.58</td>
<td>4.35</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 4. Distance of iPhones between Subject 2 and Subject 1

In Figure 3, there is low distance between iPhone and Watch on the same day indicated by the low numerical values. By contrast, there is a large distance between iPhones on different days, between Watches on different days and between iPhone and Watch on differing days. This result, along with the plots in Figure 1 give us a measure of accuracy needed to confidently compare different users who use multiple devices in order identify patterns and behaviours.

In Figure 4 there is low distance between Subject 1 and Subject 2 on all 3 days, consistent with the earlier discovery from Figure 2 that Subject 1 and Subject 2 were walking together. There is also a large distance between Subject 1 and Subject 2 on differing days, i.e. Subject 1’s 26th and Subject 2’s 27th.

It is possible that the two subjects may have walked a similar path at the same time, but in other locations. To further verify whether or not the subjects travelled together, additional data such as cell tower records would be needed. In this case, it was already known beforehand that the two subjects were together during the time period of the 26th to the 28th.

As of now, the results are quite consistent with the research question. Certain patterns can be determined from step-count data such as to whether or not, two people happen to be together at a particular time on a particular day.

Since Subject 1 has data dating back over 2 years, the next goal of this research is to create a template which represents their median step-count for a particular day of the week, for example Monday. We can then compare a particular Monday with the template and analyse how much variation is there and identify if any typical or abnormal behaviour has occurred.
Keywords: Step-Count, Electronic Evidence, iPhone, Apple Watch, Health Data, Pattern, Behaviour, Digital, Investigation, Fitness Data
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INTRODUCTION
Categorizing the content of seized devices for potential evidentiary value, particularly photos, is inherent in a forensic investigation. The increasing amount of data that needs to be processed has outpaced the effectiveness of traditional digital forensic methods. The need for automation becomes even more apparent with limited time, human and financial resources. In a forensic acquisition, thousands of photos are often extracted and analysed for processing. Without access to commercial tools, the forensic examiner must manually review these photos by hand to search for artefacts. The trivial task of categorizing photos manually consumes the examiner's time, especially when there is a substantial number of devices acquired waiting to be processed.

The automatic categorisation use-case can be re-formulated as a machine learning classification problem that can be extended in the forensics context. The non-trivial choice of gun as the output label is implemented in this study as the label must hold significant importance in a typical forensic investigation.

The performance of neural networks in solving image classification is unparalleled; some already exceeding human-level accuracy[1]. These state-of-the-art neural networks are built from powerful computer vision models pre-trained in various categories from benchmarked datasets such as ImageNet[2], and such models are freely available online.

Why design science? As the research study aimed to create a digital forensic prototype that is innovative, purposeful and evaluated in the proper scientific process, the Design Science methodology is applicable and therefore, has been adapted.

Why open-source? Open-source code had the significant advantage of being validated and substantiated[3]. As such, the drive for this research project is fueled by the idea of working with open-source technologies that can be easily cross-examined and validated by software experts.

HYPOTHESIS
This research hypothesizes that an open-source tool can be created that could:

• leverage a pre-trained neural network model with pre-learned capabilities from a non-forensic dataset such as ImageNet, and
• this resulting tool is open-source, usable, easy to use and effective, and
• can be deployed to aid real-life forensic investigations
• using the design science methodology

MODEL EVALUATION AND SELECTION
The study is interested in selecting the best-performing model from a set of pre-trained models downloaded from Keras, i.e., Xception[4], VGG16[5], ResNet50[6] and Inception[7].
These four models are evaluated using the test dataset from Olmos et al.’s Handgun detection paper[8]. One of the advantages of choosing an existing dataset is to remove any possibility of error that we could have introduced due to misclassification during ground truth labelling.

The use of accuracy alone in evaluating performance is insufficient and even misleading. This study prioritises recall rate, or the ratio of correctly classified gun pictures from actual gun pictures, as the study aims to detect as many gun pictures as possible. Also, in forensic applications, unbalanced datasets (the number of true negatives is significantly higher than the true positives) are the norm. With such highly skewed distributions, the Matthew’s Correlation Coefficient (MCC) measure is more robust [9], and is, therefore, included in this paper along with precision, false positive rate, processing time, and classification accuracy.

These models are ranked against each other (1 as best, 4 as worst) and the best model with the lowest score, is selected. Tabulated in *priority; only consider models with the highest recall rate

Table 2. Decision Matrix; it shows that the InceptionV3 model, outperforming the rest of the models, is chosen as the final model for the prototype.

<table>
<thead>
<tr>
<th>Model</th>
<th>Recall</th>
<th>False Positive Rate</th>
<th>Precision</th>
<th>Proc Time</th>
<th>Accuracy</th>
<th>MCC</th>
<th>Results P Rank</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Priority Ranking (P)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>41</td>
<td></td>
</tr>
<tr>
<td>InceptionV3</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>41</td>
<td>✓</td>
</tr>
<tr>
<td>Xception</td>
<td>1</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>55</td>
<td></td>
</tr>
<tr>
<td>ResNet</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>51</td>
<td></td>
</tr>
<tr>
<td>VGG16</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

*priority; only consider models with the highest recall rate

Table 2. Decision Matrix

**PROTOTYPE AND USABILITY TESTING**

A prototype for automatic categorization of photos was developed in Python with a Keras-TensorFlow architecture, resulting in a classifier for gun and non-gun categories.

This study focuses measurement on the user’s perceived usability, and learnability using the System Usability Scale (SUS) approach[10]. Efficiency is measured by the speed in which tasks were completed both manually and using the prototype. Tasks were designed as a classic test-and-measure approach to elicit a semblance of interaction between the forensic examiner and the prototype in solving an investigation.

**RESULTS**

The final model is evaluated against two laboratory-generated unbalanced datasets containing only 1% of gun pictures to simulate forensic data. Additionally, the prototype is tested for usability, learnability, and effectiveness with a dataset with manufactured EXIF information to answer typical forensic questions such as GPS Coordinates. There are five respondents: three forensic professionals and two forensic students. The usability and learnability attributes, measured using the System Usability Scale (SUS) approach, resulted in a rating of “Acceptable.” Effectivity is measured by comparing the speed of completing tasks between the manual method versus the prototype. The average speed of the manual method is 20.7 minutes, while the tool achieved 19.57 minutes. Hypothesis testing to prove statistical difference between the manual method and the tool’s performance was found to be neither worse nor better (no significant difference). However, this
could be attributed to the low number of respondents, resulting in low statistical power. Additionally, alternatives to InceptionV3 (Magnet Axiom software and the Xception model) are also investigated, and the results are promising.

**CONTRIBUTION**

The growing maturity and the avid support of developers and organisations surrounding the field of computer vision and machine learning make it easier for researchers to transition from theoretical knowledge of machine learning architectures to implementation of applications that are relevant in their specific fields. This study is a demonstration of this possibility in the field of forensics. This research addresses a genuine and important gap in the tools available to forensic examiners in the performance of their forensic activities. This study also demonstrates how the design science methodology can be used in an operationally-focused research.

**Keywords:** Digital Forensics, Image Classification, Gun Classification, Pre-Trained Neural Networks, ImageNet, Design Science
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